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1. Executive Summary

This report presents a comprehensive summary of the research work performed under ONR
funding, grant No. N00014-04-1-0167 over the period of June 1, 2004 to June 1, 2005.

The contributors to the research over the span of the funding period are Prof. Yimin Zhang
(PI), Prof. Moeness Amin (Co-PI), Dr. Genyuan Wang (Post-Doctoral Fellow), and Mr. Gjergji
Kurti (Graduate Student) from Villanova University. Ms. Morgan Watson from NAVSEA
Philadelphia has worked closely with the research team at Villanova University and has provided
valuable insights into several issues vital to the progress and advances in research.

The results obtained in this project have been disseminated in three submitted journal articles
and seven peer-reviewed conference papers. Section 2 lists, with complete citations, all
publications acknowledging the ONR support. This list is also used to point the reader to the
technical material and the pertinent papers in the report underlying each subsection. Section 3 of
this final report includes selected key papers, representing our efforts in different areas covering
cooperative diversity, space-time coding, and channel modeling, and spatial correlation study in
the sea surface environment. Each of these papers is cast as a subsection with its own abstract,

"introduction, figure numbers, equation numbers, conclusions, and references.

1.1 Main Contributions

The fundamental objective of this research project is to develop novel cooperative wireless
network schemes and practical coding designs that provide unmanned surface vehicles (USV)
swarm reliable wireless links with the overall data throughput and the communication quality
significantly exceeding those of existing non-cooperative systems. Towards this end, we have
made contributions in three areas: (1) We have developed a cooperation protocol that effectively
constructs distributed space-time codes for cooperative diversity systems. Depending on
application environments, the proposed protocol can be used to construct different distributed
space-time codes. For example, high data rate distributed codes can be used to improve the
communication efficiency when the channel state information (CSI) is available at the receivers,
whereas differential distributed space-time codes can be used to avoid channel estimations in the
absence of CSI. (2) We have developed full-rate, large diversity product space-time codes with
non-vanishing minimum determinant. The proposed space-time codes are an important
component in high-efficiency distributed space-time code construction. (3) We have studied the
channel modeling and spatial correlation between different antennas in sea surface environments.
The results are important in assessing the performance of cooperative diversity systems in sea
surface environments as well as in designing array antenna configurations.

1.2 Cooperative Diversity Techniques

We have developed a protocol for cooperative systems that permits effective use of various
multiple-input-multiple-output (MIMO) space-time coding schemes. Based on high-rate MIMO
space-time codes and differential space-time codes, the proposed protocol allows the
development of high-rate distributed space-time codes and differential distributed space-time
codes, respectively, depending on the channel state information (CSI) availability, for the use of
USV network systems. A multiuser scenario is considered where all users have their own



information to send, and desire to cooperate with each other in order to maintain reliable
communication links and to send the information to the receiver at a high data rate. When the
CSI is available at the receivers, this protocol enables the use of high-rate full-diversity space-
time codes for the construction of high efficiency distributed space-time codes. On the other
hand, when CSI is unavailable at the receivers, differential distributed space-time modulations
can be constructed based on the proposed protocol.

Publications [1, 2, 3, 7, 8, 9].

1.3 Space-Time Code Development

Designs of space-time code with full rate, large diversity product, and non-vanishing minimum
determinant of codewords continue to attract great attentions. However, in most available
determinant non-vanishing space-time codes for three, four and six transmit antennas, the
average powers at each layer are different, resulting high peak to average power ratio. In this
paper, a new cyclic algebraic space-time design scheme is proposed and the optimal codes in this
class are provided by using some specific cyclic field extensions. The class of cyclic algebraic
space-time codes not only include the available non-vanishing determinant cyclotomic space-
time codes for three, four and six transmit antennas, but also have the desirable property that the
optimal codes can be achieved with the same average power at each layer.

Publications [4, 10]. |

1.4 Channel Modeling and Spatial Correlation Study in Sea Surface Environment

We have studied the propagation environment and technology applicable to multi-sensor
communications in USV networks located in a rough sea environment. We first investigated the
statistical model of the propagation environment, where we provided the analytical expressions
of the wave height, the probability of having line-of-sight (LOS) between two USVs in terms of
the weather condition and antenna height, and the spatial correlation of the propagation channels
related to different antennas. We have then investigated the fading reduction capability of
multiple-input-multiple-output (MIMO) systems and the performance in general Ricean channels
assuming different spatial channel correlation values. ‘

Publications [5, 6].
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Abstract

As part of Future Naval Capabilities (FNC), the Navy is envisioned to be a lean, distributed force

of reconfigurable and multi-mission capable platforms. At the heart of this vision, cascading unmanned

surface vehicles (USVs) into a “SWARM?” of connectivity nodes offers great flexibility and modularity.

The USVs must be able to provide a network of communication data relays, a common tactical picture
and mapping for situational awareness. The vehicles must also possess robust communications resistant to
Jjamming, fading and interference while acquiring a high speed data exchange for processing and fusion of
information. Reliable wireless network with high data throughput is essential in various military wireless
communication systems. While the multiple-input multiple-output (MIMO) communication schemes have
the potential to exceed the single-input single-output (SISO) Shannon capacity bound, equipping a large
number of antennas in a USV is practically impossible. To increase the diversity gain beyond the number
of physical antennas, cooperative wireless networks that exploit cooperation among multiple terminals
become essential. This paper proposes novel cooperative wireless networking schemes and practical coding
designs that provide the USV Swarm reliable wireless links with the overall data throughput ang\i the

communication quality significantly exceeding those of the existing non-cooperative systems.

1. Introduction

As part of Future Naval Capabilities (FNC), the Navy is envisioned to be a lean, dis-
tributed force of reconfigurable and multi-mission capable platforms. At the heart of
this vision, cascading unmanned surface vehicles (USVs) into a “SWARM” of connectiv-
ity nodes offers great flexibility and modularity. USVs are on the threshold of playing
key roles in the digital battlespace. Within the context of a larger group of unmanned

This work is supported in part by the ONR under Grant No. N00014-04-1-0617.




systems, USVs have been in use for years or are in the late stages of development. Rela-
tively, Unmanned Air Vehicles (UAVs) are commonplace in many military operations as
both weapons and reconnaissance platforms. Unmanned Ground Vehicles (UGVs) are be-
ing developed for high-risk operations such as surveillance, while Unmanned Underwater
Vehicles (UUVs) are new and in development.

USVs are envisioned to be a multi-mission, rapidly configurable, long endurance un-
manned platform providing offboard sensor and weapon capability to perform critical
missions like Intelligence, surveillance, reconnaissance, Anti-Submarine Warfare, mine
countermeasures, communications and navigation. The technical challenges during these
USV missions are to provide optimal performance while subjected to adverse motions,
multi-vehicle control, data fusion, obstacle avoidance as well as robust and reliable éom—
munications. More importantly, an autonomous environment where electromagnetic ra-
diation is increased, brings with it the possibility of fading, jamming and interference.
This paper addresses methods for maximizing communication and reducing fading and
interference. In particular, this paper focuses on novel high-rate full-diversity cooperative
diversity schemes for wireless communication systems throuéh the use of space-time codes.
The proposed systems enable simultaneous transmission of data from all cooperative ter-
minals, providing high diversity gain and potentially high data rate beyond the limit of
non-cooperativé systems. .

In combating channel impairment problem caused from multipath fading, receive diver-
sity techniques using different space branches at the receiver have been shown effective
for many years. When the channel is fast time-varying, time diversity is also an option.
Recently, transmit diversity schemes add the capability of diversity to the transmitter to
spread the information across the transmit antennas [1], [2]. As a result, the information
capacity of wireless communication systems increases dramatically by employing multiple
transmit and receive antennas [3]. A wireless system consisting of multiple transmit and -
receive antennas is referred to as a multi-input multi-output (MIMO) system, whereas a
system with multiple transmit antennas and a single received antenna is referred to as a

multi-input single-output (MISO) system. When the correlation among different channel




path gains is low, a MIMO/MISO system can achieve higher diversity gain and higher
data rates, compared to a single transmit antenna system, without increasing premium
bandwidth or power (3], [4]. |

When the channel state information (CSI) is available at the receiver, several space-time
codes have been developed to achieve high data rate, while maintaining a high diversity
gain [14], [15], [16], [17], [18]. In particular, a space-time code is said to achieve full-rate
when the data rate (i.e., the number of transmitted symbols per time slot) reaches the
number of transmit antennas. Use of the full-rate full-diversity space-time codes allows
simultaneous signal transmission without reducing date rates. |

In certain situations, for example, when the fading channel environment is rapidly time-
varying, the CSI may not available or cannot be reliably estimated. Differential space-
time codes are useful which imply differential coding between two adjacent space-time
code matrices. In this case, the decoding at the receiver is independent of the underlying
channels [22], [23], [24], [25], [26], [27], [28]-

It may often be impractical, however, for a transmitter in the underlying USV networks
to be equipped with multiple antennas. For example, f;he physical limitation of a USV
makes it only ready to host a single antenna, particularly when thé frequency is relatively
low. In addition, depending on the fading characteristics, for example, when shadowing
effect occurs, the use of multiple antennas may not be effective to combat the attenuation.
To increase the reliability and throughput of a system in such situations, cooperative

diversity exploiting cooperation among multiple terminals is a promising techniques. It

- was first introduced in [5], [6] and further developed by others (e.g., [7], [8], [9], [10]). In

a multi-user environment, cooperative diversity allows mobile terminals to achieve high
transmit diversity gain beyond the limitation of the number of transmitter antennas at each
terminal. It has been shown that cooperative diversity can improve the communication
capacity and enhance the robustness of wireless link when a single channel is not reliable.

In this paper, we develop a protocol for cooperative systems that permits effective use
of various MIMO space-time coding schemes [11], [12]. Based on the aforementioned

high-rate MIMO space-time codes and differential space-time codes, the proposed pro-




tocol allows the development of high;rate distributed space-time codes and differential
distributed space-time codes, respectively, depending on the CSI availability, for the use
of USV network systems. A multiuser scenario is considered where all users have their
own information to send, and desire to cooperate with each other in order to maintain

reliable communication links and to send the information to the receiver at a high data

rate.

II. Cooperative Diversity

A. Concept

To illustrate the concept of cooperative diversity in a wireless network, consider a simple
model as depicted in Fig. 1(a). The user cooperates with other users and serves as a relay
terminal for them. Therefore, each transmit user receives an attenuated and noisy version
of the partner’s transmitted signal and relays it to the destination or other relays. The
destination receives a noisy version of the sum of the attenuated signals from all users.
Denote the number of users as M. The received signal at the destination during one

symbol period t is expressed in baseband model as

M .
Yo(t) = Y hiox(t) + no(2), (1
whereas the signal received at relay & is
ye(t) = Y hawilt) + na(t). (2)
itk

'We used subscript 0 for the destination terminal for notational convenience. In (1) and

(2), z:(t) is the signal transmitted by user ¢, for i = 1,2,---, M, and ng(t) are the additive
channel noise terms at the destination (k = 0) and the relay receivers (k = 1,2,---, M),
respectively. It is assumed'- that a terminal does not receive signal from other parties when
it is transmitting. The fading channels, h;, remain constant over a period of several time
slots (the length of one or two codewords depending on the protocols), and when observed
over time, they form independent stationary ergodic stochastic processes, resulting in

frequency non-selective fading.
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(a) System model. (b) Data transmission through relays.

Flg 1. System model illustration.

The cooperation process can be divided into two phases (refer to Fig. 1(b)). In the first
phase (broadcast phase), the information is transmitted from a source user to the relay
terminals, and the destination may also receive a copy of the same information. In the

second phase (relay phase), the relay terminals transmit the signal to the destination.

B. Amplify-and-Forward and Decode-and-Forward Algorithms

Depending on how the relay terminals relay the ‘signals from other terminals, there
are two major algorithms, namely, amplify-and-forward and decode-and-forward. In the
amplify-and-forward algorithm, a relay terminal amplifies the attenuated and noisy signals
it receives and retransmits them te the destination and other possible relay terminals. The
operation at the relay terminal is limited to amplification and, in some cases, some simple
cornputations such as complex conjugation which is required in certain orthogonal codes
including Alamouti’s. On the other hand, when the decode-and-forward algorithm is used,
the information is first decoded at a relay terminal, and then retransmitted from the delay
terminal after proper coding. At the expense of introducing additional complexity at
the relay terminals, the decode-and-forward algorithm allows the removal of relay noise
(i.e., the noise the relay terminals lreceive), and provides the flexibility of encoding the
information at the relay phase so that higher spectral efficiency can be achieved [8], {21].

It is clear that the decode-and-forward algorithm requires higher complexity and, in some
applications, may cause security concerns because a relay terminal decodes the information

it relays and, therefore, it is technically possible for a relay terminal to monitor other users’




information. It is contrast to the amplify-and-forward algorithm, where a relay terminal
does not decode the information it relays. In addition, the decode-and-forward algorithms
requires the CSI for effective decoding, unless the modulation schemes used do not require

CSI for decoding (such as the differential modulation schemes to be discussed later).

C. Protocols

Several cooperative diversity protocols have been investigated. The early protocols used
repetition-based approaches, which is illustrated in Fig. 2(a). After the source broadcasts
its information to the destination and the relays, all relays repeats this information in
a sequential order. Therefore, a diversity gain of up to M is achieved at the expense

of reducing the degrees of freedom by a factor of M. Arbitrary permutations of these

‘allocations in time and frequency does not alter the performance, as long as causality is

preserved and each of the subchannels contains a fraction of 1/M? of the totall degrees of
freedom (DOFs) in the channel. Such protocols does not require decoding and encoding at
the relay terminals and, therefore, is suitable for the amplify-and-forward algorithm. The
most significant disadvantage of such protocol is their low throughput rateé. As is clear
from Flg 2(a), transmission between different nodes at each time slot utilizes a fraction
of 1/M of the total DOFs in the channel. |

Recently, more effective protocols have been developed to take advantages of the ad-
vances of MIMO space-time codes. For example, in [8], [21], proposed Space—time CoOop-
eration protocols illustrated in Figs. 2(b) and (c). These protocols provide more effective
bandwidth use, particulé,rly when the number of cooperative users is large. These protocols
allow the use of a fraction of up to 1/2 of the total DOFs in the channel. The protocols re-
quire decoding of other users’ information and, therefore, should be incorporated with the
decode—and-forWard algorithm. As addressed earlier, the use of the decode-and-forward
algorithm not only significantly increases the complexity of the terminals that is highly

undesirable, it may also raise security concern in some applications.

10




/'y
Frequency
Ch.1 1 transmits 2 repeats 1 .. M repeats 1
Ch.2 2 transmits 3 repeats 2 .- 1 repeats 2
Ch.M | M transmits 1 repeats M .. M-1 repeats M Time‘

(a) repetition-based diversity scheme

' Frequency
Ch 1 1 transmits 1,2,....Mrepeat 1

Ch. 2 2 transmits 1,2,....M repeat 2

Ch. M| M transmits 1,2, . . Mrepeat M| Time -

(b) space-time cooperation scheme I

' Frequency
Ch. 1 1 transmits 2.3,...,Mrepeat 1

Ch.2 2 transmits 1.3....,Mrepeat 2

Ch. M| = M transmits 1,2,...M~1repeat M{ Time

(c) space-time cooperation scheme II

Fig. 2. Cooperative divefsity schemes.

III. Proposed High-Rate Full-Diversity Cooperation Protocol

Figure 3 shows the proposed cooperation protocol. There are M users present, each
is equipped with a single antenna that can be used for transmit and receive. When
considering user ¢ as the source user, the other M — 1 ones act as the relay users for user
i. At the source user, a set of M x M multi-layer cyclotomic space-time codewords, X;,
are formed from the source information sequencé. Before the codeword is modified for the
cooperative diversity use, the data rate is full (i.e., R = M). However, because the M — 1
relays do not have the information to be relayed, the source user must first broadcast this
information to the relays. .

In this protocol, through the first M — 1 time blocks, the ith row of the M x M
codeword is transmitted during the ith time block from each source transmitter, where

i=1,---,M — 1. In the Mth time block, the full codeword is transmitted from the M

11




virtual antennas (i.e., one source transmit antenna and M — 1 relay antennas). |

- The proposed method is amendable for the use of both amplify-and-forward and decode-
and-forward algorithms. When the former one is considered, this protocol does not require
decoding and encoding at the relay terminals while it takes the advantage of high data
rate and high diversity gain. In this case, each of the M — 1 relay terminals receives one
different row of the codeword transmitted from the source user through the broadcast
phase (i.e., during the first M — 1 time blocks), and the row is retransmitted in the relay
phase which spans the Mth time block. The use of amplify-and-forward algorithm does
not require the relays to have the CSL It is evident that, in the proposed scheme, unit
degree of freedom is achieved, compared to 1/M (repetition-based diversity scheme in Fig.
2(a)) and 1/2 (space-time éooperation schemes I and IT in Figs. 2(b) and {¢)) decode-based
diversity scheme in Fig. 2(a)) in the aforementioned space-time cooperation schemes.

When the decode-and-forward algorithm is considered, the M —1 relay users can decode
the signal from the information transmitted through the first M — 1 time slots. The signal
will be retransmitted after encoding during the Mth time slot either from all the M users
(space-time cooperation scheme I) or from the M —1 relvays (space-time cooperation scheme
IT). Unless differential or other non-coherent coding schemes (to be introduced later) are
exploited, the use of decode—and—forv;/ard algorithm requires each relay to have the CSI
of the channel between the source and itself. Such decoding and encoding can effectively
eliminate the relay noise when the channel between the source user and the relay terminals
are reliable to the extent that the information can be correctly detected at each relay.

It is emphasized that, because the codeword X; is full rank, the relay users can decode
the signal with a full or partial set of the M rows of the M x M codeword. This permits
flexible protocol design to further increase the data rates by trunéating the broadcast phase
when the channels between the source user and the relay terminals are highly reliable. This
comes at the expense of requiring additional complexity to both the physical (PHY) and
media access control (MAC) layers in order to monitor the channel quality and decoding
performance, and to adaptively control the resource allocations in the broadcast phase.

From a 2 x 2 MIMO space-time codeword X;, the protocols equivalently transmit the

12




Frequency
Ch 1 1 transmits 1 transmits 1,...,M transmit
: Istrow of Xy | 2nd row of X codeword X
Ch. 2 2nd transmits 2nd transmits 1,....M transmit
Istrow of X5 | 2nd row of X codeword X,
Ch M M transmits M transmits 1,...,.M transmit .
. Istrow of X s | 2nd row of X Tt codeword Xyy| Time

Fig. 3. The proposed space-time cooperation scheme.
following 2 x 4 codeword X/, i.e.,

o) @) e lm0) s @) )
X“[i@) 1(4)] = X=Vo|T 0 ae) s ©

where Z;(¢) is a replica of z;(t) and ¢ is a power normalization factor. When the amplify-
and-forward algorithm is used, Z;(t) is a complex scaled and noisy version of z;(t). The
scale comes from the channel éttenuation and the amplification in the relay terminal,
whereas the channel noise is added before the amplification. When the decode-and-forward
algorithm is used, the scale and noise can be removed, given the channels between the
source and the relay terminals are reliable.

When we assume Z;(t) is the exact replica of z;(t), we can equivalently consider the

resulting codeword as,

_ [2d1) z:(2) r_ el w3) md) z(l) x:(2)]
Xi_[zi(?)) zz'(‘l)} =~ Xi—\/g—[xo 150 ii(?)) zi(4) ' )

A code like X} in (4) is referred to as the distributed space-time code corresponding to

the space-time code X;.

IV. High-Efficiency Space-Time Cooperation Schemes

In this section, we consider effective space-time cooperation schemes when the CSI is
available at the receivers. We first reviéw the genéral criteria of MIMO space-time code
design and some class of high-rate full-diversity space-time codes. We then propose a new
space-time cooperation protocol tha’; can effectively ihcorporate the high-rate full-diversity

space-time codes and is applicable to both amplify-and-forward and decode-and-forward

algorithms.

13




A. Space-Time Codes in MIMO Systems

Assume a transmitter that has N; transmit antennas, and consider that the following

N; x N; square codeword

1 1 1
5] Cy cNg
C=1| .
U : .
N Ny N
Gt o Cp,

is transmitted. In a codeword, the rows of the coding matrix stand for “space” (i.e.,
antennas), and the columns stand for “time”. When codeword E is transmitted, the
probability that a maximum-likelihood receiver decides erroneously in favor of another

signal codeword E in independent fading channels is bounded by [4]

r =N, » )
P(C - E) < (H )\z—> (B, /4Np) ™™, (5)
i=1 .
where r is the rank of Dcg = C—E, A;, 1 =1,---,7 are the r NONZzero eigenvalues of

DceDE;, N, is the number of receive antennas, E; is the average transmitted symbol
energy, and Nj is the noise variance of Ny/2 in each of its two dimensions.

There are several criteria for MIMO space-time code design. The most commonly used
ones are the rank criterion, determinant criterion, and symbol rate criterion. In (5), the
rank r determines the order with which the codeword error rate (CER) decreases with the
input signal-to-noise ratio (SNR) when the SNR. goes to infinite. Maximizing the diversity
product [];_; \; also reduces the CER. The symbol rate is defined as R = M /T symbols
per channel use (PCU) if an information sequence of M information symbols is .mapped
to a space-time codeword X with T time slots.(i.e.., each codeword is a N; x M matrix).
It is said that a space-time code achieves full rate if its symbol rate is B = N; symbols

PCU for a transmit array of N; antennas.

B. High-Rate Full-Diversity Space-Time Codes

With these design criteria in mind, several space-time codes have been déveloped that
achieve full data rate and full diversity gain. For example, multi-layer cyclotomic space-

time codes have been proposed which bear high or even full data rate information [13],

[14], [15], [16], [17], [19].

14




Consider a simple situation where two transmit antennas are present. The following

two-layer code provides data rate of two (i.e., full rate R =2),

v [pel) pavf?
=1"% |
P2Uy P1Uy

(6)

where v,(l), 1=1,2, l= 1,2, are the ith point in the cyclotomic lattice of the Ith layer, and

p: are some complex numbers (see [19] for the determination of values of p;). For each of
the two users, i = 1, 2, the codeword matrix in (6) is mapped to the following data matrix

to be transmitted,

| wm(l) (2) ) B pv®  pu® :
e {xi(?’) x"(‘l)} TV L}av?) pwil)} ! @

- where g is a factor to normalize the averaging codeword energy. The multi-layer ¢yclotomic

space-time codes are full-rate, and are shown in [19] to be of full diversity gain and optimal

“diversity producf,. These codes have full-rate and full-diversity features and, when used

instead of the original data stream in an independent MIMO fading channel environment,
improvements in system performance and power efficiency can be expected.
V. Differential Cooperation Schemes

The previous section considered effective space-time cooperation schemes when the CSI

is available at the receivers. Such information is obtained usually through channel esti-

‘mation, either using training (pilot) signals or utilizing blind methods. However, channel

estimation is often complicated and may reduce the transmission efficiency if pilot sig-
nals are used. In addition, there is an issue of reliability and practicality if the channels
experience fast fading. This section develops differential cooperation schemes based on
the differential space-time codes. By eliminating the needs of channel estimation, such
schemes are useful in such situations in which the CSI are either unknown or cannot be
reliably estimated.

We first review the differential space-time codes developed for MIMO systems, and then

show the feasibility of extending them to the space-time cooperation applications.

15




A. Differential Space-Time Codes

Differential space-time codes are useful in dealing with rapid MIMO fading environ-
ments. Differential coding is applied between two adjacent space-time code matrices so
thaf the decoding at the receiver is independent of the underlying channels [22], [23], [24],
[25], [26], [27], [28].

For example, denote G as a set of K different unitary matrices used for differential

- coding, k=1,---,K, and

The information steam is mapped to one of the K space-time codewords Uy in G. To send

the message G(t) € G at time t, the transmitter sends C(¢) where
C) =Ci-1)G(), C(0)=1, ©)

with C(t — 1) denoting the matrix transmitted over the time block ¢ — 1 and I being
the identity matrix. The differential space-time coding scheme works well in time-varying

channels, provided that the channels do not change significantly over two adjacent code

matrices.

B. Differential Space-Time Cooperation Schemes

We now consider the feasibility of extending the differential space-time codes to coop-
eration networks. For simplicity, we consider a two-user case in the absence of relay noise,
and user 2 is a terminal to relay user 1’s information. The following 2 x 4 distributed

differential space-time code C'(t) is generated from a 2 x 2 differential space-time code
C(®): |

__' Cl(t) CQ(t) y) . 3(t) 4(t) 1t t
C(t)_LB.(t) 04(t)] = C(t)_{co c0 238 28] (10)

Note here that we use ¢t to denote the time index for a codeword. Corresponding to (9),

the relationship between two adjacent distributed codewords, C'(t) and C'(t— 1), and the

information code matrix G'(t) is

C'(t) = C't — DG'(H), G(t) = [G(gt) G?t)]. (11)
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Denote h(t) = [hi(t) ho(t)] whose components are assumed fo remain almost constant for
any two adjacent codewords but are assumed to be independent and stationary ergodic
stochastic processes (i.e., h(t) = h(t — 1)). Then, the 1 x 4 received signé,l row vector at
the destination is expressed as . |
y(t) =h@®C () =h@)C'(t—-1)G () =h{t - 1)C'{t - 1)G'(¢)

— h(t - DOt - DIG/W) =yt - DG(E). 12
Therefore, it becomes evident that the differential distributed space-time coding schemes
can be applied to a cooperative network because G'(t) and, equivalently, G(t), can be

recovered from y(t) and y(t — 1), without knowing the CSL

VI. Numerical Results -

In this section, we show some numerical results to support our findings. The first
set of simulations considers a set of 2 x 2 cyclotomic space-time codes as the prototype
for the development of the distributed space-time codes. The prototype codeword has
256 constellations over two time slots. For comparison, Alamouti’s codes with the same
information rate are also considered. All the channels are assumed to be independent
and identically distributed (i.i.ds) random Gaussian processes with zero mean and unit
variance. The relay noise is not considered in the simulations.

Figure 4(a) compares the CER performance of the cooperative diversity schemes using
the Alamouti’s and the cyclotomic codes. The SNR is defined as the ratio of the averaged

codeword energy to the noise energy over the same period. It is seen that, the cyclotomic

codes outperforms the Alamouti’s by about 1.5 dB.

The second set compares different detection methods for the Alamouti’s codes, where
the QPSK modulation is used. As evidenced in Fig. 4(b), the expense of using differential

detection is the 3 dB noise amplification.

VII. Conclusion and Remarks

We have proposed a novel cooperative protocol and several distributed space-time codes
for application to wireless networking in unmanned surface vehicles (USVs). The proposed

protocol is applicable to both amplify—and—forward and decode-and-forward algorithms.
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Fig. 4. CER performance of different distributed space-time schemes and detection methods.

The two proposed distributed space-time coding schemes are useful, respectively, when
the CSI is or is not available. The advantage of the proposed methods were confirmed
through numerical simulations.

The swarm of USV architecture has similarities to the sensor network and ad hoc net-
Worké. While our contribution in this paper focused on the effective data tranémission,
other developments in several fronts of these areas can be applied. For example, routing
algorithm is another important issue to be considered [29]. The information sensed at dif-

ferent nodes are usually correlated and distributed source coding, originated from Slepian

“and Wolf’s work [30], can be used to reduce the total amount of data without compro-

mising the information [31], [32]. The importance of such data compression is particularly
significant when large amount of data, e.g., acoustic imaging inforrriation, is to be trans-
mitted. However, unlike typical sensor network application where energy consumption is

of great concern, it is of secondary priority in the USV networking applications.
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Abstract

In this paper, we develop a'protocol for the construction of cooperative networks when the channel
state information is not available at the transmitters and the receivers. In the proposed protocol, differ-
ential space-time codewords are generated at the source terminal. In the broadcast phase, each row of the
differential space-time codeword is transmitted to a different relay, whereas in the relay phase, the relaying
terminals retransmit the codeword through simple amplify-and-forward algorithm. The performance of
the cooperative diversity system is analyzed for a two-user case for different channel environments in terms
of the diversity gain and the diversity product. The optimization of the power allocation between source
and relay terminals is considered for the maximization of the diversity product. When the same modu-

lation scheme is used, the performance of differential detection is degraded by 3 dB noise enhancement

compared with coherent detection.
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1. Introduction

The multi-input-multi-output (MIMO) 'technology, incorporating appropriate space-
time coding schemes, allows considerable increase of the information capacity in fading
channels [1]-[4]. Without increasing premium bandwidth or transmit power, a MIMO
system can achieve higher diversity gains and data rates, compared to single-input or/and
single-output system counterparts.

It is often impractical, however, for a transmitter to host a large number of antennas
for a desirable diversity gain, especially for small size transceivers operating at relatively
low frequencies. In addition, delivery of information from a transmitter to a receiver
can be compromised when they are distant apart, or when the wireless channel links are
highly impairing. This difficulty arises in a wide class of wireless networks, such as local
area networks (LANs), sensor networks, and ad hoc networks. For these applications,
cooperative diversity exploiting cooperation among multiple terminals proves desirable.

The cooperative diversity techniques have recently attracted considerable attentions. In |
responding to the increasing needs of efféctive and reliable wireless networks in various
applications, the development of cooperative diversity techniques has benefitted from the
recent advances of space-time codes, transmit diversity, and MIMO vtechnologies. Reéent_
research work has shown system feasibility and provided capacity analyses of different
cooperative diversity techniques (see for example, [5]-[21]). These methods assume that
channel state information (CSI) is available at the receivers, although few assume CSI’
knowledge at the transmitters. |

CSI knowledge at the receivers is usually obtained through channel estimation, either
using training (pilot) signals or utilizing blind methods. However, channel estimation is
often complicated and may reduce the transmission efficiency, if pilot signals are ﬁsed. In
addition, the estimation becomes unreliable and impractical in fast fading environments
[22]. In such situations, MIMO systems often adopt differential space-time coding schemes

which use differential codes between two adjacent space-time code matrices so that the
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decoding at the receiver is independent of the fading channels [22]-[30].

As the cooperative diversity schemes involve both broadcast and relay phases, multi-
ple cooperative terminals should be considered. The propagation channels are, therefore,
more complicated than those encountered in MIMO scenarios [31]. Accordingly, the con-
sideration of system design without assuming knowledge of CSI at a receiver becomes a
practical requirement. |

So far, several differential cooperative diversity schemes have been developed for appli-
cations in the absence of CSI knowledge at the receivers. A repetition-based differential
amplify-and-forward scheme is proposed in [32] for a single-relay scenario, where differen-
tially encoded BPSK signals are used. In [33], a differential modulation scheme is proposed
for two-user cooperative diversity systems, where the relay terminals uses QPSK modu-
lation to transmit two BPSK streams. The information of one user stays in the in-phase
axis (I-axis) while that of the other user stays in the quadrature-phase axis (Q-axis). In
[34], a non-coherent decode-and-forward scheme is developed for binary frequency shift
keying (BFSK) modulations.

In this paper, we develop a new distributed space-time modulation scheme for coopera-
tive systemé that require no knowledge of the CSI at both transmitters and receivers. In
the proposed protocol, differential space-time codewords are generated at the source ter-
minal, and each row of a codeword is relayed by a different relay terminal. Fundamentally,
any differeﬁtial space-time codes can be employed in the proposed séheme, whereas the
relay terminals implement a simple amplify-and-forward relaying algorithm. An éntry of
the user’s differential space-time codeword is not based on any specific modulation such as
PSK or FSK. The performance of the cooperative diversity system is analyzed for a two-
user case for different channel environments in terms of the diversity gain and the diversity
product. The optimization of the power allocation between source and relay termivnals are
considered for the maximization of the diversity product. Roughly, the performance of

differential detection is degraded by 3 dB noise enhancement compared with the coherent
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detection, when the same modulation scheme is used.

In this paper, we consider memoryless channels and assume that the terminals transmit-
ting the same distributed space-time codeword are synchronized at the destination receiver.
When the channels are not perfectly synchronized, the synchronization error between the
terminals can be considered as channel dispersion effect [35]. The effect of channel dis-
persion in cooperative network as well as the effective approaches using equalization and
orthogonal frequency diviéion multiplexing (OFDM) techniques have been considered in
51, 86, (37 |
* This paper is organized as follows. In Section II, the system model is introduced. In
Section III, we review the existing cooperative protocols, and then propose a new protocol
which is effective to transmit distributed information when the CSI is unavailable at the
receivers. The differential space-time cooperative structure is»shown in Section IV and the

performance analysis is provided in Section V. Numerical results are provided in Section

VL

II. System Model

To illustrate the concept of cooperative diversity in a wireless network, consider a simple
narrowband communication model as depicted in Fig. 1(a). Each user cooperates with
the other users ar.ld' serves as a relay terminal for them. Therefore, each user receives
an attenuated and noisy version of the partners’ transmitted sighal and relays it té the
destination or other relays. The destination terminal receives a noisy version of the sum
of the attenuated‘signals from all users (see Fig. 1{b)). Denote the number of users as M.

The received signal at the destination during the [th symbol period is expressed in the

baseband model as

M
y() = >_ vohio(z:(l) + (1), | (D

i=1

where we used subscript 0 to denote the destination terminal for notational convenience.

In (1), z;(1) is the source or relaying signal transmitted by the ith user, fori =1,2,---, M,
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Yo is the large-scale attenuation faétor of the channel between the ith terminal and the
destination, whereas h;(l) represents the respective unit-variance small-scale time-varying
statistics of the channel. In additioﬁ, no(l) is the additive channel noisé term at the
destination. |
It is assumed that a relay terminal does not receive signals from other users when it is
transmitting. Therefore, the signal received at relay terminal k is expressed as
r®@) = 3 pehae(Dz:(0) + (D). 2)
itk
where i and hi(l), respectively, represent the large-scale attenuation factor and the
small-scale time-varying statistics of the channel between user terminals 7 and k, and
n®¥) (1) is the additive channel noise term at the relay receiver k, where 7,k = 1,2,---, M.
Depending on how the relay terminals relay the signals from other users, two major
schemes can be devised, namely, amplify-and-forward and decode-and-forward. In this

paper, we focus on the simpler amplify—and—forWard scheme which requires the least com-

plexity at the relay terminals.

IIT. Cooperation Protocols

A. FEzisting Protocols

Several cooperative diversity protocols have been investigated. The early protocols used
repetition-based approaches, which is illustrated in Fig. 2(a) [8], [19]. After source terminal
i broadcasts a block of information symbols (e.g., s;(I) = [s;(1), si{({ +1),---,s;({ + L —1)],
where L is the length of the data block) to the destination and the relay terminals, all
relay terminals repeat the same data (i.e., s;(I) = [s;(]),si(0 + 1),---,8(I+ L —1)]) ina
sequential order.

Recently, more effective protocols have been developed to take advantages of the ad-
vances of MIMO space-time codes. For example, [8] and [19] proposed space-time coop-
eration protocols which are illustrated in Fig. 2(b) and .(c). In the broadcast phase, the

source terminal i broadcasts a block of information symbols (e.g., s;(l) = [s:(1), s:(1 +
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1),---,8:(l + L — 1)]) to the destination and the relay terminals. In the relay phase, for
scheme I depicted in Fig. 2(b), the source and the relay terminals transmit different rows
of a space-time codeword X;(v), which is constructed from s;({), where v denote the index
of a coded data block. Space-time cooperative scheme II is very similar to scheme I. The
only difference between them lies in the fact that in scheme I, the source terminal takes
part in the relay phase, whereas in scheme II it does not. Such protocols provide more

effective bandwidth use, particularly when the number of cooperative users is large.

B. Proposed Protocol

Most existing cooperative protocols assume that the CSI is known at the receivers. In
this section, we develop a protocol that is applicable to space-time cooperation, Whére the
CSI is unavailable at the receivers. The proposed protocol performs differential distrib-
uted space-time coding and information detection using the relatively simple amplify-and-
forward algorithm. Fig. 3 depicts the proposed protocol. When considering user 7 as the
source user, the other M — 1 ones act as its relays. At the source terminal, an M x M
space-time codewords, X;(v), is formed from the source information symbols. Each of the
M — 1 relay terminals receives a different row of the codeword X;(v) that is transmitted
from the source user fhrough the broadcast phase (i.e., during the first M — 1 time blocks).
All the M rows of X;(v) are transmitted from the M terminals in the relay phase which.
spans the Mth time block. It is noted that the destination listens to the soufce during the
broadcast phase, whereas it listens to the source and the relay terminals during the relay’
phase.

Consider the simple case of tWo_ users, ib.e., M = 2. The source terminal forms a
2 x 2 MIMO space-time codeword Xz(u) from the source information symbols si(l) =
[si(1),si(l +1),---,s(l + L — 1)]. Then, using the cooperative protocol, the source and

relay terminals equivalently transmit the following 2x 4 codeword X’(v) in the cooperative
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diversity system, i.e., _
zi(1, 1) xi(v,2)} . )" [xi(v,i%) z:(v,4) T(v,1) x(v,2)
= =

| Xi(v ’
z:(v,3) (v, 4) 0 0 Bp3) &4 (3)

where Z;(v, T) is the complex scaled and noisy version of z;{v, 7). In the above space-time

X-,;(I/) - [

codewords, the columns specify the time dimension, whereas the rows specify the space

dimension (i.e., antennas or relay terminals).

IV. Differential Cooperation Schemes

In this section, we first briefly review the differential space-time codes developed for
MIMO systems, and then show the feasibility of employing them in the space-time coop-

eration applications through the proposed protocol.

A. Differential Space-Time Codes

In order to deal with rapid MIMO fading environments where the CSI is unavailable
at the receiver, differential space-time codes can be used. For essence, differential coding
between two adjacent space-time code matrices is used so that the decoding at the receiver
can be performed without the knowledge of channels [22]-[30]. Differential space-time
codes are most commonly used in the form of unitary matrices [22], [27]. |

Let G = {G;,i=1,---, N} be a set of M x M unitary matrices (i.e., G:GF = GHG; =
1,7, where I, is the M x M identity matrix), and C(0) is an M x M matrix. log, N
information bits are mapped to one of the N unitary matrices G; in G." To send the

message G(v) € G over time block v, the transmitter sends C(v) where -

C(v) = C(V._ 1G(v) = C(0) IiG(T). {4)
Matrix C(v) takes the following general format
[ 011(1/) 612(1/) ClM(V) 1
ca(v) ce(v) .. caum(v)

cw=|"0 T T L )

Lo (V) ema(v) .. cum(v)d
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The spectral efficiency of this code is (1/M)log, N bits per channel use. When the channels
corresponding to different transmit antennas are independent and identically distributed

(iid.), C(v) is often designed to take the form of unitary matrices for improved system

capacity {23], [24], [26]. That is,

CWw)CH(v) = 1. (6)

In this case, C(0) is chosen as unitary.
The differential space-time coding scheme works well in time-varying channels, provided
that the channels do not change significantly over a period of two adjacent codewords, i.e.,

h(v—1) = h(v), where h(v) = [h1o(v), - - , haro(V)] is a vector channel with the ith element
representing the channel coefficient between the ith transmit antenna and the destination

receiver. Denote the signals received at the receiver corresponding to the (v — 1)th and

vth codewords as
y(=1)=h(v-1)Cv— 1) + n(v — 1)
and |
y(¥) =h{)C(v) + n(v),

then we have
y(¥) =h{r -1)C(r - 1)G{) +n@) = [y(v - 1) - n(v—DIG) +n@). (7)

Because G(v) is unitary, —n(v — 1)G(v) can be considered as additional noise term with
the same variance as n(v). Therefore, the information G(v) can be recovered from y (v— 1)

and y(v) through the above relationship at the expense that the equivalent noise power is

doubled.

B. Differential Space-Time Cooperative Schemes

We now consider the feasibility of extending the differential space-time codes to cooper-

ative networks. For the clarity of the presentation of the proposed method, we ignore the
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noise effect in this section.. The effect of noise, and the optimization of pov;er allocation
in different antennas as well as different broadcast and relay phases, will be considered in
Section V for a two-user scenario.

Assume that there are M users cooperating with each other. Without loss of generality,
we only focus on the first user’s information and the user index is omitted without confu-
sion. Following the protocol depicted in Section III, C’ € CM*M* is constructed from the |

corresponding differential space-time codeword C € G, expressed as

(co(v) -+ comW) - anW) - eum(W) cenly) -+ am)]
co-| O T 0 el e
0 e e 0 an() - )]

(8)

It is assumed that signals transmitted from different terminals are synchronized at the
destination receiver. |

Because different rows of the DSTC codeword undergo different propagation channels

with different attenuations, it is desirable to allocate energy adaptively to different rows.

For this purpose, (8) is generalized to

[aovVPieai(v) -+ amvVPiewm(v) arv/Pien(v) - avPiein(v)]
, 0 0 i \/—p;Cm(l/) VP2C2M(V)
C'v) = . . . : . . ;
i 0 0 VPueri(v) -+ VPueum(v) | (9)
where P; > 0 is the transmit power of different users, ¢ = 1,---, M, and o; > 0 is used

to adjust the transmit power at the source terminal corresponding to different codeword

M
rows. Because C(v) is unitary, 3 |cx|> = 1 for ¢ = 1,---, M. Therefore, the total
k=1
. M M
codeword power of the DSTC in (9) is P = P; Y- + Y. P;. The optimization of the
=1 i=2

power allocation is considered in Section V.
Next, we consider the detection of differential DSTC codeword C’(v) without using the

CSI. From {4) and (9), the relationship between two adjacent differential DSTC codewords,
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C'(v) and C'(v — 1), and the information codeword G(v) is expressed as

C') = Oy — 1)G' () = C'(0) I_Il G'(r), (10)
where
GI(V) :dia‘g[G(V)7"')G(V)] :IM®G(V)) ’ (11)

with ® denoting the Kronecker product operator. Because G(v) is unitary, it is clear that
the M2 x M? matrix G'(v) is also unitafy (ie., G'(W)(G' (W) = Ipp).

Note that the encoding process of (10). is performed at the source terminal and, therefore,
it does not require the relay terminals to perform encoding or to possess information
required in the differential coding process. In addition, it is noted that the distributed

space-time codeword C'(v) is, in general, not unitary. However, because G'(v) is unitary,

we have

CWIC W = C-DE WG WEC -1 = Cv-1)IC -1 = O 0)".

(12)
Therefore, the transmit power of C'(v) is unchanged for different v and, subsequently, the
robustness of the differential code is guaranteed. _

Denote h(v) = [h1o(v), hia()hao(v), - -, him(v)haro(v)] as the 1 x M channel vector
whose components are assumed constant for any two adjacent codewords (i.e., h(v) =
h(v — 1)) and are independent and stochastic processes over time. Then, the 1 x M?
received sighai vector at the destination terminal is given by

y(¥) = h(»)C'(v) = h()C'(v - 1)G'(v)
= h(v - 1)C'(v - 1)GF (V) (13)
=y —-1)G'(v).
~ From (13), it becomes evident that the differential detection is feasible in cooperative
networks because G'(v) and, equivalently, G(v), can be recovered from y(v) and y(v—1),

without the knowledge of the channel characteristics.
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V. Performance Analysis

A. Signal Model

In this section, we consider the performance of the proposed system. For simplicity, we
only consider a two-user scenario (ref. Fig. 4), while the extension to multi-user scenarios
is straightforward. Because of the symmetry, we focus only on the transmissibn of user 1’s
information, whereas the second uéer is regarde(i as the relay.

Consider the generalized codeword & (v) which considers the relay noise and takes the

following form
TVPiea(v) VPieaa(v) avPien(v) avPica(v)
0 0 VP (v)  VPin) |’

where & denotes the attenuated and noisy version of ci, i,k = 1,2. The expression

C'w) = (14)

of & will be implicitly given later in (17). The total energy used to transmit C'(v) is
P = (1+a?) P+ P,. Note that, Whilebwe only use a single « in the first row (compared to oy
and s in (9)), it is obvious that «, P;, and P, together provide enough degrees-of-freedom
to adjust the power over different terminals and different time slots.

We first consider the signal flow during time block v which spans four time slots. In the
first two time slots, ca1 (V) and cy3(v) are transmitted from user 1’s antenna. As the result,

the signals received at relay terminal (user 2) and the destination receiver are expressed,

respectively, as

[11(0), r2(v) ] = y/ Pryiahua(v) [Czl(V)>Cz2(V)] + [11(v), nra(v) ] (15)
[11(v), (V) ] = \/}D-l%ohm('/) [ca1{v), (V) ] + [1(v), ma(v) ], (15)

where n;(v) and n,;(v) denote, respectively, the receiver noise at the destination and the

relay at time slot ¢ within time block v.
At the second time block, ¢;1(v) and ¢;o(v) are transmitted from user 1’s antenna, and

r1(v) and r2(v) are relayed from user 2’s antenna after the amplification. The received
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signal at the destination receiver becomes
acn(v)  aci(v)

[ys(v), ya(v) ] :[\/171'710}1110@),\/?2’720’120(1/)]{ onlr) () :|+‘[n3(1/),n4(1/)]

acy1(v) OfClg(V)]
621(1/) 622(1/)
+v/Pyyaohao () g2 [ (), ra (V) | 4 [13(v), na(v) ]

aci (V) ocia(v)
= Pivio hio{v , Povyoohoo (V) h12(V) g2
(VP huo), v/ P oo i ] [ e ]

= [\/}Tl’)’lo hio(v), v P1P2720712h20(V)h12(V)92] [

P.
+ P2 720’?/2092{%1(1/) 2(v)] + [na(v), na(v) ],

1Y

(17)
where
g ={E[n@)P+In@)P} " = {E[Prhlho®) +n2 (v) +nZ (1))}
2 2171 1 -2 202, - (18)
= [Pl’Ym +2Jrn] =Py |1+ 575 P2

is a power normalization factor such that the total energy transmitted from the relay

terminal over the two symbols is P, and

3 = 92P1’712 —]372%0—% < (19)
is the power ratio at which the relay terminal transmits desired signal in the presence of
relay noise. In (18) and (19), 02, = E [|n,1 ()| s [Ins2(v)[?] is the variance of the relay
noise. |

Equations (15) — (18) can be combined into the following format

y(¥) = h(»)C'(v) + n(l/) + f 00 g oo, (1), (20)
n(u)
where
y(V) [ (I/),yg(lj),y3(l/),y4(1/)]
h(v) = [y10h10(V), Yeohao (V) R12(v) 2]
n(v) = [m(v),n2(v),ns(v), ne(v)]
nr(V) == [0 0 nrl(’/)a nr2(V)]
and

(21)

C/(U):[\/Flcm('/) VPienv) avPien(v) a\/ﬁlclz(V)}

0 0 \/—E621 (I/) \/Esz(V)
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It is noted that, because of the relay noise, the average power that the relay terminal uses
to transmit the useful information is P,§2/2 for each symbol, whereas the average power
transmitted from the relay terminal is P,/2 per symbol.

Similar to (20), for time block v — 1, we have

yir—1) =h(r-1)C'(v—1)+nr—1)+ P ’Yzoh%gmr(y - 1)
(22)

=h(W)C'(v—1) +n(v —1) +4/ I}} 720h20g2nr(1/ -1y,
1 M2

where again h(v) = h(v — 1) is assumed. With the noise components considered, y(v)

and y(v — 1) are now related through the following relationship

y() = y(v - VG'@) + (), (23)

where

(v >=[n< )+ ﬁj””hmganr(w} [n(u—m A B hggan, (v~ 1| G). (24

Because G'(v) is unitary, it is evident from the above equation that the differential de-

coding doubles the noise power or, equivalently, reduces the SNR by 3 dB.

B. Ma:cimum Likelihood Detection

The covariance matrix of the combined noise vector fi(v) is obtained as

_ p[=H P2720‘73n~2 272
R:; = E[n” (v)i (V)]—2a Is+ — ng =0 A%, (25)
P1'712

where 02 = E [Inl(u)ﬂ =F [[ng(u)[2] is the variance of the destination receiver noise,

D, = diag|0, 0, 1, 1], and

P, ’Y2o ol ~2 P2’Y§0‘72
A2=2|1,+= gDy | =2 |1 + ™ D, =2[I; + WD 26
[ P ’)’12 g 2 ‘ Uyzl (Pl’)’%2 + 2072'n 2 [ ‘ 2] ( )

is a diagonal matrix implicitly defined in the above equation, where

. P27§00-3n
02 (P, +202,)

(27)
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The maximum likelihood detection results in the estimation of G(v) as

G) = argmntr {[y()A™ (v = (I ® G)A] [y ()A~! — y(v — 1)l © G)A™ ")

= argmintr {[y(») - y(v - DL® G A [y() - y(v - DL ® G)|*}, o)

where “tr” denotes the trace of a matrix.

C. Performance Analysis

While the accurate performance of a differentially coded system requires the considera-
tion of the quadratic receiving structure [22], [23], [26], it can be well approximated in high
SNR situations by using an equivalent coherent receiver model (23) with known channel
vector y(v — 1) and enhanced noise power of n(v) [25].

From (25), it is clear that the variance of the combined noise term during the last two
symbols is larger than that during the first two symbols. Assume that the covariance

matrix Rz = 02A? can be estimated at the destination receiver. Then, right multiplying

A~ to (23) results in

yAT =y(v - 1)G' (WA + ap)A™? (29)

.0or

y(v) =y - 1)G(v) +n'(v), | (30)

where y'(v) = y()A™Y, G(v) = G'(v)A™!, and n'(v) = fi(v)A~! has a covariance matrix
021,. Multiplying y(v) by A~! amounts to adjusting the signdl strength at the receiver
so that the noise power of the four symbols becomes equal. It does not affect the total
power transmitted at the source and relay terminals.

From (29) and (30), it is seen that the detection problem becomes equivalent to finding
unknown unitary codeword G/(v) in known equivalent channel vector y(v—1), known noise
covariance matrix 02A2, and independent and temporally white noise components. From
the above twd equations, we can derive the pairwise codeword error probability (CER),

i.e., the probability of transmitting G’ = diag|G, G] and deciding in favor of another
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E' = diag[E, E] at the detector, conditioned by the equivalent channel vector y{(v — 1).
The CER is given by

PG — Ely(v—1)) (\/d2 (G, E) /(202)) (31)
where d2(G, E) is the distance between the received signals corresponding to respective
codewords G(v) and E(v) and is expressed as

(G, B) = y(v — DAY (v~ 1), (32)

~ (&0) - BW) (G0) - B0) " = (@0) - ) AS(@0) ~E6)". (3
In calculating the distance of (32), we make the following approximation y(y) ~ h(v)C'(v)

for moderate or high SNR scenarios. Then, (32) becomes

(G, E) =h{y—1)C'v—1DA(Cw-1))" hH( 1)

 =h()ZWC' (v — DA (C'(v — 1)) b7 (1), (34)
where '
Y = diagloy, 02] = diag|yio, 12092], (35)
and
h(v) = h(1) ;"2 = [hao(v), haa(v)hao(v)] | (36)

is the normalized chénnel vector. For simplicity of the performance analysis, we assume the
relay channel hy2(v) is dominated by time-invariant component (e.g., the source terminal
and the relay terminal have a clear line-of-sight and the scattering is relatively weak) and,
therefore, can be approximated by a unit value. In addition, hio(r) and hao(v) are assumed
to be uncorrelated complex Gaussian processes. In this case, h(v) = [hio(v), hao(v)] ~
CN(0,1,). | |

In the underlying situation, the average power per symbol is E; = P/4 (i.e., the total
energy of a DSTC codeword is P). To clearly show the relationship between the pairwise
CER and the input SNR, we rewrite (31) as

PG~ Ely(v-1) = Q (\] oL 2E3) <ep|“HEBE @

P o2 P o2

n n
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where the last inequality is the Chernoff bound [2]. Because y(v) is approximated as a
linear combination of i.i.d. channels h(v) and, therefore, constitute a set of dependent
channel coefficients, averaging the above bound with respect to y(v — 1) results in [2]

2 E.d\"
Y N < s
P(G_HE)*E(1+U§P) , (38)

where d; and dy are the eigenvalues of the following 2 x 2 matrix

K= %,C'(v - DA(C' (v - 1)) Zh (39)

In the following, we consider two different cases. In the first case, matrix K is full rank,
whereas in the second case, matrix K is rank one.
Case I: Full Rank Channel Environment ,

When Fd;/(Pc?) > 1 for i = 1,2, the CER can be approximated as

5 A -1 -2 9 ! —2 9 N L
o<y 1) < (8) 1) - (2) 0

n i=1 i=1

The term.( 4?7%)_2 determines  the diversity gain which indicates the slope at which the
BER changes with the input SNR, whereas the term [], (%) is a constant gain in
controlling the BER and is referred to as the diversity product. In this case, the diversity
gain of the system is two. Using the above results, it is seen that the diversity product is

determined by the minimum product of didy, i.e., the minimum determinant of K. It can

be shown that (refer to the Appendix)

mindet(K) — 4_(1_%@5 2!dezt(2h)det(02)|2 (min |det(G — E)|)?

P1Pyyiov20%: ¢, . _ _ gnH.H\?

+ i+ W) (mlncl(G E)G—-E)"c; )

o P Pyyio 1505 . ' 2 (1)

= At W) (min |det(G — E)|)

PrPyvio 5093 (. H H)?

+ 0+ W) (mmcl(G E)}G - E)"c; ) ,

where W is defined in (27), and
c1 = [ear, 0, ' (42)
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c {CY P 0 ]{011 612} [a\/ﬁcll av/Picia
9 = — .

VP Llear e VPia  Pacx
The value of ¢,(G — E}{(G — E)#c# is lower bounded by A\uin[(G — E)(G — E)¥], which

(43)

is the minimum value of the smallest eigenvalues with respect to all the combinations of

G and E. That is,
ei(G — E)(G — B)c! > Amal(G — E)(G — B @)

Define ,

5 Amnl(G = B)(G - B)"
"~ min|det(G — E)}

as a factor determined by the used differential code. Then, the diversity product is lower

bounded by

A2 4P\ Pyyiv2,52  [o? + (1 + W)BY
min det(K) ( ) 2 [ a2)131 _2:132] (1+W)?2

(45)

(min |det [G — E]|)®.  (46)

Now we consider the maximization of (46) in terms of the power allocations, leading to
the optimal selection of Py, P, and a. Because (min |det [G — E]|)? is independent of the
power allocation, it suffices to consider only the following part of (46) for the purpose of

optimization of the power allocation,

4P\ Poviyvaeds  [of + (1 + W)B?
[(A+a)P + P2 (14+W)?

By letting 0Q,/0a = 0, we get

Qi - (47)

+

o2y = [1— 214+ W)B* + Pg/P1]+ = [1 -2 (1 o }f: "‘Wf()fga n)> 0% + } . (48)
where [z]* = max(0, z) (This operator is used to ensure that o? takes non-negative values).
While the optimum power allocation between P, and P, can be obtained from the above
expression, the analytic result is prohibitix}ely complicated. However, the above results
are helpful in determining the optimum power allocation. Specifically, when the interuser

channel between the source and relay terminals has a good quality, i.e., 73, is large and

02, is small, then §® ~ 1 and W ~ 0, and Q, becomes

4P Pyyiyva
! ~ 10 /20 2 2 . } 49
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Letting 0Q} /0P, = 0 yields
(1 + a2)P1 = P2. (50)
Substituting this result back to (49), we obtain

R s, (51)
Lopt ™ 14+a2 :

In particular, when % = 1, Qll,opt is independent of ¢, providing that (50) is satisfied.
On the other hand, a? assumes a large value when 82 < 1, resulting in P, < P, and
o’P ~ P;.

Therefore, the bptimum value of o depends on 8. That is, given the same environment,
different diffefential codes do not necessarily allocate the power in the same manner. When
the relay noise is not negligible, the optimal value of @ is compromised by the relay noise
and in general B-dependent. Therefore, a differential code with higher min |det(G — E)]
does not necessarily imply a high diversity product in the underlying cooperative diversity
applications.

It is clear that, to optimize the power allocation, the channel attenuation characteristics
have to be known. While in this papef we assume that the exact CSI is unavailable at the
transmitters and receivers, we maintain that it is often practical to assume the channel
quality at both transmitters and receivers because the attenuation characteristics vary with
time in a much slower manner. It is emphasized that such large-scale channel attenuation
characteristics ére not required in employing the proposed differential distributed space-
time coding scheme, but a good estimation of such information can be use(i to imprbve

the system performance.

Case II: Rank 1 Channel Fnvironment

When E.di/(Po2) > 1 whereas F.dy/(Po%) < 1, (40) is no longer applicable. It
happens, for example, when either the direct link or the relay link is highly impairing. In

this case, (38) becomes

2 . ~1 -1 ~1 -1 ~1
i 8)" < (8 ()& (@) e
i=1 n n n
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When the relay channel is not reliable, that is, either v or 712 is very small, or the

'rélay noise o2 is very large, it is obvious that the relay should not be used and the system

degenerates to the non-cooperative system.
On the other hand, when the direct channel between the source and the destination is
unreliable, i.e., v19 & 0, the system becomes a pure relay structure. In this case, a should

be chosen as 0, and K defined in (39) becomes

K = diag |0, 22292 ¢ (G _E)G - B)fcH|. (53)
" 2(1 + W) !

Using the results of ('44) and (45), the minimum value of 4d;/P in (52) is obtained as
min ad, = lLlPL%Oggmin [cl (G-E) (G—E)HCH]
P P2(1+W) !
2P Pyviado o, ’ :
= nin |det(G — E)|.
2 P4 B (03P 1 20%,) 1 Pl NG )
Because 8 min |det(G — E)| is independent of the power allocation, we only consider the

(54)

following term for the optimization of the power allocation,

_ 2P Py o

= n . _ 55
@2 P+ P [U%(Pl’)’lzz +202,) + Pay5y02,] (55)

Then, 8Q, /0P, = 0 results in

Py = [ (/020 + BereP? — 0urm) 7n/ (aorm) (56)

In particular, when we assume Pyyi2 >> 202, that is, the interuser channel has a high

quality and the input SNR at the relay terminal is high, the above result becomes

Pyyoo/0n = P12/ 0. ‘ (57)

Therefore, the power at different relay portions should be assigned proportional to the

propagation gain and inversely proportional to the standard deviation of the noise gener-

" ated in each relay portion.

VI. Numerical Results

In this section, we consider a simple situation where two users cooperate to transmit their

respective information to the destination, as illustrated in Fig. 4. Two differential DSTC
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codes are considered. In Scheme 1, the differential DSTC code is‘constructed based on
Alamouti’s space-time code, where each symbol uses a QPSK signal constellation, results
in N = 16 codewords in the two time-slot space-time code. In Scheme 2, the differential
DSTC is constructed based on the differential MIMO space-time code developed by Liang
and Xia [27]. For the latter, the constellation size remains N = 16. Unless otherwise
specified, the power is optimally allocated by adjusting P;, P, and a to maximize Q; in’

{47), provided that the average power per symbol is unity.

A. Comparison with Co-located MIMO Systems

In the first set of simulations, we compare the CER performance of the proposed co-
operative network with a MIMO system consisting of two co-located antennas. The two
antennas in the MIMO system are assumed to have independent Rayleigh channels to the
destination with unit variance. For the cooperative system, we assume ;o = 750 = 1 and
T2 = V125, which corresponds to the situation that the interuser distance between the
source and relay terminals is one-fifth of the distance between the source terminal and
the destination, and the power attenuation exponential is 3. In this case, the channels to
the destination terminal, i.e., hio(v) and hoo(v), are assumed Rayleigh faded, whereas the
interuser channel is considered non-fading, i.e., h12(v) = 1.

Fig. 5 compares the performance of the cooperative diversity system and the correspond-
ing MIMO system. The SNR is defined as the reciprocal of the receiver noise power, as.
the transmit power is normalized to unity per symbol period. The relay receiver and the
destination terminal receiver have the same noise power. It is seen that, the cooperative
diversity system achieves the same diversity gain, and there is a performance degradation
due to the relay noise in the cooperative diversity system. The performance degradation
is very small when the channel quality between the source and relay is reasonably good.

We notice that, however, the spectrum efficiency of the cooperative network is half of

the correspondjng MIMO system because of the requirement of the broadcast phase.
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B. Effect of Interuser Channel Fading

In the second set of simulations, we consider a scenario where ;0 = 1 and y12 = Y90 =
v/8, which matches the situation that the relay terminal is in the mid-way between the
source terminal and the destination. The power attenuation exponential remains to be
3. Channels hyo(v) and hgo(v) !are assumed Rayleigh faded. Two different situations
of interuser channel hjo(v) are considered: Rayleigh faded and unfaded. Compared to
the unfaded channel, the impact of channel fading in hi2(v) is evidenced in Fig. 6 by a
reduction in the diversity gain and a notable performance degradation.

It is noted thaﬁ the CER results depicted in Fig. 6, even in the presence of the interuser
channel fading, are generally better than those in Fig. 5. That is, by placing a relay

terminal in a proper location, power savings can be achieved compared to a MIMO system.

C. Significance of Power Allocation

The third set of simulations uses similar pafameters as in the second set, i.e., 710 = 1,
Y20 = Y12 = V8, and all the channels are considered Rayleigh faded. To examine the effect
of power allocation, Fig. 7 compares the CER based on optimal power allocation and a

fix power allocation with P, = 1, = 2, and o = 1. Both cases have the same total

energy of four over the four-symbol interval. It is seen that, compared to the optimal

power allocation, the fixed power allocation yields an SNR loss of about 1.5 dB when the

Alamouti code is used, and up to about 1 dB when the Liang-Xia code is used.

VII. Conclusions

A novel space-time cooperatibn protocol has been developed for effective cooperative
diversity operation when the channel state informatién (CSI) is unavailable at the re-
ceivers. It has been shown that the proposed differéntial space-time cooperation scheme is
effective, and the performance loss due to differentia,l detection is limited to 3 dB of noise
enhancement compared to coherent detection. We have analyzed the pairwise codeword

error probability performance of the cooperative diversity system. Based on this result,
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the optimization of the power allocation over the source and relay terminals are considered

and the results provided useful guidelines in system designs.

Appendix: Derivation of Equation (41)

We first consider the minimum determinant of C'(v — 1)A (C/(v — 1))¥. For notation

simplicity, we omit (v — 1) in the rest of this appendix. Partition matrix C’ as
\/P Cq |

C = [ 01 : 02] (A1)

where ¢; and C, are defined in (43), and 0 = [0,0]. Also denote O as the 2 x 2 zero

matrix. Then we have

CAE) - [m‘“ o[ L ]
0 @) G-E O [0 +wW) 1,
G-EH 0 N
Pics(G )([G el 0] E)H} [ ° }
- 1 1C1 —E —E Cq 0 ——1— ) _ _ Ho~E
~ 2 { 0 0} oW [C2(G - B)(G — ) (&2; '
Because
z 0 2 2 z1 + 20 22 21 2z ,
- det ([ } + [ D = det [ } = det { } + 2524, (A.3)
‘ 0 0 23 2 . 23 24 23 24 . ‘

and the last (right-bottom) element of C2(G —E)(G—E)#C¥ equals to Pyc, (G —E)(G —

E)#cll ‘then, we have

det (C'A (C)Y) = Z(TJ:—VV—)Q |det(Ca)det(G — E)[? "
i (G - B - B |

Noting the fact that

2 a\/I_DI 0 av P 0 9
|det(C2)[* = det (C.CH) = det{{ ) «/172} CccH [ , \/PJ} =P, P,
. (A.5)

equation (41) follows straightforwardly from (A.4).
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Abstract

In distributed multiple-input-multiple-output (MIMO) systems, imperfect synchronization causes a
unique problem in a coded cooperative diversity system. In the presence of a fractional-symbol delay
between the signals transmitted from different relay nodes, the channels become highly dispersive even
at a flat-fading environment. Existing methods solve such problem based on time-domain approaches
where adaptive equalization is required at the receivers for combining the information transmitted from
distributed sources. In this paper, we propose the use of OFDM-based approaches using distributed
space-frequency codes. The proposed schemes are insensitive to fractional-symbol delays and lead to
higher data raté transmission and simplified implementation. In addition, the proposed schemes pefmit
the use of relatively simple amplify-and-forward algorithm in multi-hop wireless networks without delay
accumulations. The proposed methods remove the time delay in each relaying hop by reconstructing the |

prefix and, as such, improve the spectral efficiency, while keeping a siraplified relaying structure.

This work is supporied in part by the ONR under Grant No. N00014-04-1-0617.
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I. Introduction

In a wireless network, information transmission through relaying can be energy efficient.
The use of multiple relaying nodes provides high diversity gain, improving robustness
against channel impairments [1]. The concept of network cooperation or cooperative di-
versity has benefitted from the recent advances of space-time codes, trénsmit diversity, and
multi-input-multi-output (MIMO) technologies. Recent research work has shown the fea-
sibility of cooperative protocols and provided various capacity and performance analyses
of cooperative diversity systems (see for example, [2]-[5] and references therein).

'To achieve effective data transmission in a cooperative network surrounded by a flat-

- fading environment, several coded cooperation schemes have been developed. However,

to adopt the detection schemes established for MIMO technologies, a fundamental as-
sumption of all these scﬁemes is that the relaying terminals are perfectly synchronized.
Unlike the MIMO systems, howevef, perfect synchronization in diversity systems is highly
unlikely in practice, because of the following reasons [6]: (a) An accurate synchroniza-
tion between the relaying terminals with different locations, which are probably subject
to continuous movements, is impractical. (b) Even for a network with fixed terminals
(such as in a sensor network), changes in the parameters of electronic components may
result in drifting and handshaking among transmitters is done infrequently so as to save
energy and bandwidth. (c) Although nodes can synchronize the received signals as much
as possible, low cost implementations may still make their timing and frequency slightly
different, hence cause mismatch in the long run. (d) The major synchronization problem,
however, lies in the delays of their signals when reaching at the receiving nodes in the
next hop. Propagation delays may be unknown to them, while .transmission times may
be different. In fact, if the transmitting nodes try to synchronize toward one receiver,
they may increase asynchronism toward other receivers because of different transmission
distances. On the other hand, in most practical networks, nodes can (and are required) to
maintain slot synchronization, which means that coarse slot synchronization is available.
The difficulty lies in the fine transmission synchronization.

Most digital modulation’signals guarantee no inter-symbol interference (ISI) only when

the signals are accurately sampled at the symbol center. When the signal arrivals from
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different relay terminals are not perfectly synchronized, the effect due to pulse tails resulted
from sampling position error should be considered. This is particularly true when the
receiver performs a symbol-based processing. To consider such effect, [6] proposed the
use of a equivalent dispersive channel model, whether the channels are frequency-selective
or frequency-nonselective. It also proposed a useful scheme which employs distributed
space-time block code (STBC) in a time-reverse manner to achieve full diversity while
tolerating imperfect synchronizatioﬁ. The difficulty of using this method, nevertheless,
lies in the fact that it requires a channel equalizer at each receiver that makes the receiver
very complicated and expensive.

In this paper, we propose the use of multi-carrier modulation exploiting distributed
space-frequency coding schemes. The proposed schemes allow higher data rates and sim-
plified implementation, as well as the distribution of the system complexity to transmitters
and receivers. In addition, the feasibility of distributed space-frequency coding in a multi-
hop relaying cooperative network is also considered. It is pointed out that the use of
MIMO-OFDM methods allows the utilizatibn of simple amplify-and-forward algorithm.
While the time delay over different relay hops will be accumulated in the amplify-and-
forward relaying process when space-time coding methods {e.g., time-reverse STBC, or
TR-STBC [7]) are used, such delay accumulation problem can be easily avoided in the
proposed method through the reconstruction of the cyclic prefix.

II. Channel Model

Consider a wireless network where a source node transmits a data packet to a destination
node through a multi—hop wireless network. In each intermediate hop, the data packet is
received by multiple nodes, e.g., nodes 1 to J in hop 1. These nodes can retransmit the
data in the next hop in a cooperative manner with proper space-time (ST) encoding.

Without loss generality, the noise-free signals received at the kth node is expressed as

a(t) = % [ °; Pt )silt — 7 — ), )

where s;(t) is the signal waveform transmitted from node i, h;x(t,7) and 7p;x are the
channel coefficients and the time delay between transmit node i and receive node k, re-

spectively. It is assumed that channels h; (¢, 7) are time-invariant during the transmission
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of a packet, but are randomly time-varying between packets. The channels are assumed
spatially white, i.e., h;(t,7) are independent for different indices (7,%). In addition, N2
is the transmit power of node <. In.a distributed MIMO system, the transmit power of
different nodes may be different, depending on the a priori information of the large-scale
attenuation characteristics at the transmitters [3], [12]. The total power is assumed to be
a constant, i.e., Z;’Zl FP=P. ‘
Let I;(n) as the discrete information sequence transmitted from at the ith node, and
p(t) as the pulse shaping function. Then, (1) becomes
w®=3 3 BLm) [ bt plt = 7 = o — mT)dr. ®)
im1 m=—o0
In general, the time delay consists of three factors: channel dispersion because of reflection
and scattering (7¢; k), delay due to different locations of the relaying nodes (i k), and the
pulse shaping function spreading due to sampling position errors {7 ). Therefore, the
significance of ISI depends not only on the channel length, but also on the node locations
and the pulse shaping functions. Combining all these factors, we denote the upper bound
of the effective channel length in terms of symbol period, as L = [max(r¢; ) +max(7psk)+
max{tw;x)|/Ts with T, denoting the symbol period. We use Lo = max(r¢ix)/Ts, Lp =
max{7p ;x)/Ts, and Ly — max (7w, x)/Ts for notational simplicity, and I = L¢ +L p+Lw.

Sampling at ¢ = nT%, and taking the receiver noise into account, we have

J oo
ax(n) = k(nTs) = Y 2 P.Ii(m /_ i (T, T)pl(n = )T, =7 = o sildr + viln).

The noise is assumed to be of zero mean and unit variahce, and is temporally and spatially

white, i.e., E[vg(7)vf(v)] = 0 for k # | or 7 # v, where * denotes complex conjugation.

IT1. Distributed MIMO-OFDM Schemes
A. MIMO-OFDM Transmission

We first review the MIMO-OFDM transmission using space-frequency (SF) codes in a

transmitter with J co-located antennas. The following J x N SF codeword is formed in
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the transmitter

[Cy ] -Cl(O) Cl(l) s Cl(N - 1) ]
e F
l_CJ_ LCJ(O) cs(l) -+ cy(N—1)]

where ¢;(n) denotes the channel symbol transmitted over the nth subcarrier by transmit
antenna i,i=1,---,J,and n =0,---, N — 1. The construction of space—ffequency codes
has been discussed in, for example, [8]-[10]. A detailed review of broadband MIMO—O.F-DM
wireless communications is provided in [11].

The OFDM transformation of the source codeword applies an N-point IFFT to each row
of the matrix Cgp. To eliminate the efféct of ISI, cyclic prefix is inserted in the beginning
of the transformed matrix. The OFDM symbol corresponding to the ith row of Cgr is
then transmitted using the ¢th transmit antenna.

At the receiver, aftér matched filtering, removing the cyclic prefix, and applying FFT

to recover the transmitted SF codeword, information can be decoded, for example, using

maximum likelihood detecti.qn.

B. Transmission of Distributed SF Codes

Now we extend the SF coded MIMO-OFDM approaches to the distributed wireless
network. Similar to the protocol proposed in (3], [4] for constructing distributed ST codes,
distributed SF codes can be constructed at the source terminal during the first hop. This
paper only considers the intermediate hops where information is relayed from multiple
distributed transmit nodes to multiple distributed receive nodes, forming a distributed
MIMO structure. In particular, a relay node transmits a specific row of a SF codeword.
The proposed method can be used for both flat and dispersivé channels. In the latter,
path diversity can be achieved [9], [10].

The OFDM transformation at the source codeword applies an N-point IFFT to each

row of the matrix Cgp, resulting in

Xsr = CgrF, 5)
where F is the N x N inverse Fourier transform matrix. After appending a cyclic prefix
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of length C, the J x (N 4+ C) matrix is obtained as
Xsp = [xsp(N = C), -+, xsp(N — 1), Xsr], (6)

where xgp(n) is the nth column of Xgr. The frame length becomes N + C' symbol
durations after the cyclic prefix is inserted. The OFDM symbol corresponding to the ith

(G = 1,---,J) column of XA is transmitted by the source node through the ith time

frame.

C. Transmission Efficiency

In the single-carriér time-domain approaches, the minimum guard interval is Lg + Lp +

Ly . In the proposed OFDM approach, the effective pulse tail Ly, does not play a role. As

_ aresult, the guard interval is solely determined by the channel order, L¢, and the upper

bound of the time delay between different transmit nodes, Lp. It could imply a significant
reduction, particularly in flat or not heavily dispersive channels, since Ly may take a large
value, depending on the synchronization strategy and the used pulse shaping function. By
reducing the time delay effect from Lo + Lw + Lp to Lo + Lp, the guard inﬁerval can be

designed to be smaller than that in the single-carrier counterparts, resulting in improved

data rates.

D. System Complexity

The proposed method requires transmitters and receivers to perform IFFT and FFT for
OFDM modulations. It is usually a great reduction to the computational cost of an adap-
tive equalizer. It is noticed that the proposed approach requires IFFT or FFT operations
in both transmit /receive sides, whereas the single-carrier time-domain approaches only
require equalization performed at the receivers. Therefore, consider a multi-hop wireless
network using the decode-and-forward algorithm, the proposed OFDM method provides
significant advantages over the single-carrier approaches because the later demands high
burden for equalizations in the decoding process. On the other hand, when we adopt the
amplify-and-forward algorithm in the wireless network, single-carrier relaying approaches
accumulate the channel delays over multiple hops, whereas the proposed method can easily

remove such delay accumulation by reconstructing the cyclic prefix. The reconstruction
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of the cyclic prefix is discussed in the following section.

IV. Cyclic Prefix Reconstruction in Multi-Hop Amplify-and-Forward
Relaying

At the kth relaying node, the received signal corresponding to the nth subcarrier is

given by ;
yk(n \/——'Cz zk(’l?/ + vk(n) (7)

where &(n) is the scaled and noisy rephca of ¢;(n) contaminated in the previous hops,
H; ;(n) is the Fourier transform of h; (t), and v (n) denotes the additive complex Gaussian
noise at the nth subcarrier.

In matrix format, for the nth subcarrier, the received signal at the J' relaying nodes,

after the prefix is removed, is expressed as

y(n) = Hn)P?¢(n) + v(n), (8)
where |
y(n) = i(n), ya(n), -, ys ()],
&(n) = [&1(n), &(n), -, &s(m)]”
V(n) - [Ul(n)7 ’U2(n)’ e "vJ(n)]T )
Chyi(n),  Rhea(n), .-+, hyi(n)]
H(n) h1,2.(n), h2,2.(77:)7 ; hl%(") ,
Lhir(n), hor(n), -+, hyp(n)l
and '

P= diag[P1,,P2,- ~~,PJ].

The signal is retransmitted after the prefix is reconstructed from y{(n). At the next hop,
the received signal vector at the relaying nodes is expressed as
¥'(n) = H'(n) [H(n)PY%¢(n) + v(n)] + v'(n)
= H' (n)H(n)P2¢(n) + [H'(n)v(n) +v'(n)],

where H'(n) is the channel matrix corresponding to the next hop. In general, when M

(9)

hops are involved, the above process can be repeated. Denoting H,,(n) as the channel
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matrix corresponding to the mth hop and the nth subcarrier, it is seen that the proposed
amplify-and-forward scheme relays SF coded information with equivalent channel matrix

f,’f:le(n), whereas the noise is accumulated. The information can be decoded using
standard coherent detection methods if the combined éhan_nel state information (CSI)
can be estimated at the destinatidn, or using noncoherent detection methods that do not
required CSIL.

It is emphasized that, unlike the single-carrier amplify-and-forward process where the
time delay over different hops will be accumulated, resulf;ing in unrealistic implementations

in multi-hop systems, the effect of the time delay in each hop is decoupled by the insertion

and subtraction of the prefix, rendering to a manageable frame design and high spectral

efficiency.

V. Numerical Results

A. Effect of Pulse Shaping Functions

To illustrate the effect of pulse shaping functions in an dispersive or imperfectly synchro-
nized network using the single-carrier time-domain approaches, Fig. 1 depicts the impulse
response of raised cosine filters with different sampling position errors of 0, T /4, and Ts/2,

where the roll-off factor is 0.3. Denote p(l) as the impulse response of the raised cosine

. filter sampled at the symbol rate, and define

; yEb lsIp(l)l— . Et b 1201
6n:a sSymbpo 72 dominant symbols 10
) ST0] (10)
all symbols

as the residual error of the impulse response after n dominant symbols are counted, the
result is summarized in Table I. It is clear that, the impulse response spans roughly five to
six symbols for both sampling position errors of T/4 and T;/2. The long impulse response
results in high equalizer complicity and, in a TR-STBC structure, a long guard interval.

The effect of sampling position errors can be reduced by using a large value of roll-off

factor. Fig. 2 depicts the impulse response of raised cosine filters using roll-off factor of

1.0. While it implies a reduction in equalizer complexity and guard interval, the use of
large roll-off factor results in a significant reduction of the spectral efficiency.

Unlike the time-domain approaches, the effect of pulse shaping in an OFDM system is
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minimal. As a result, the effect of sampling position errors to the proposed MIMO-OFDM
approach is negligible.

B. Effect of Cyclic Prefix Reconstruction

We consider a portion of a multi-hop relaying system as shown in Fig. 3. Two relaying
hops (hop ¢ and hop 7 + 1) are included in this diagram to illustrate the capability of
eliminating delay accumulation in the proposed scheme. Fach relaying hop includes two
transmit antennas (M; = 2). Only one receiver is assumed at the receive end of the
(z + 1)th hop, because the performance of each node should be evaluated separately.
While the relay nodes do not decode the signal, the bit error rate (BER) at the node is
computed to measure the quality of the received signal.

- The channels are considered to be independent random processes. It is assumed that
the channels are fixed over a frame period, but vary randomly and assume complex Gau-

ssian distribution over different frames. The channels are normalized such that they have

- & unit variance. In each hop, the total power is unity and is equally distributed over the

two transmit antennas. The noise power is assumed to be the same over different relaying
hops. The input signal-to-noise ratio (SNR) is defined as the reciprocal of the receiver
noise power at each hop.

128 subcarriers are used for the OFDM signals, and the guard interval consists of six
symbols, resulting in total 134 symbol periods over an OFDM frame. The distributed
SF codewords are generated based on [10] where I' = 4 and P = 16 are used. The
source stream before SF coding is a binary sequence. Random permutation is applied in
generating the SF codewords to achieve path diversity. 5000 frames are used to evaluate
the BER performance. |

The order of each channel is assumed to be five symbols. Therefore, without prefix
reconstruction, the time delay over the two hops will be accumulated, resulting a total
channel order of ten symbols. As a result, the six-symbol prefix does not provide enough
protection against the channel dispersion, resulting in a BER floor if no equalization is
applied (the solid line in Fig. 4). However, when the prefix is removed and reconstruéted
in each relay, the time delay can be eliminated in each relay. It is evident in Fig. 4 (the

dashed line) that the BER in such case does not have a floor and a high diversity gain is
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TABLE 1

Residual Error of Impulse Response

n 1 2 3 - 4 : 5 6
T,/4 0.440 0.261 0.163 0.101 0.0617 0.0364

Ts/2 0.658 - 0315 0.219 0.123 0.0838 0.0442

achieved in the relay process.

V1. Conclusions

In a cooperative wireless network, channel dispersion exists as the result» of several
factors, e.g., channel length, pulse shaping function spreading, and spatial separations
between the transmit nodes. We have considered the coded data transmission in a cooper-
ative network with frequency-selective fading and proposed the distributed MIMO-OFDM |
schemes for effective multi-hop relaying. It is shown that, by‘rec‘onstructing the cyclic
prefix, the time delay effect in each relaying hop can be eliminated even using relatively
simple amplify-and-forward algorithm. Therefore, the guard interval can be minimized

and, thereby, high spectral efficiency is maintained.
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Abstract

The design of a linear space-time code with full rate, large diversity product, and non-
vanishing minimum determinant of codewords continues to attract great attention. However,
in most available no-vanishing determinant space-time codes for three, four and six transmit
antennas, the average powers at each layer are different, which results in a high peak to average
power ratio. In this paper, a new cyclic algebraic space-time design scheme is proposed and
the optimal codes in this class are provided by using some specific cyclic field extensions. Our
proposed codes not only include the available nbn-vanishing determinant cyclotomic space-time
codes for three, four and six transmit antennas, but also have the desirable property that the

optimal codes can be achieved with the same average power at each layer.
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1 Imntroduction

Linear space-time block code design's based on algebraic field extensions have recently attracted
great attention, see for example [1]-[12], due to the possibility of systematic constructions of full
diversity and high data rate codes. Diagonal algebraic space-time block codes were first proposed
in 3], where an n-dimensional diagonal space-time code diag([y1,¥2, -+ ,¥n]) was generated by
[y, -, 9lT = Glz1, - , 2|7, with matrix G and transmitted symbols xy, %2, - , %, being prop-
erly chosen based on algebraic extension theory to achieve full diversity. The idea behind the
diagonal algebraic space-time code can be tracked back to [1, 2], where the full diversity multi-
dimensional signal constellation designs in both Rayleigh fading and additive Gaussian noise chan-
nel were considered. However, the symbol raté for the above diagonal space-time code design is one
per channel use. In [6], a full diversity space-time code for two transmit antennas was proposed,
where the symbol rate reached two per channel use. By employing algebraic number theory and
threaded/multi-layer codes [14], more general full diversity and high symbol rate space-time code
designs were proposed in [4, 6, 7, 11, 10]. Meanwhile, another type of full diversity and high rate
space-time code was presented in [9] based on cyclic field extensions and division algebras .

In the early studies, the structure of code designs with high (full) rate and full diversity received
more attention than the high diversity product. In most existing codes, the minimum determinant
of non-zero codewords, which is the minimum determinant of any two different codewords, vanishes
as the symbol constellation size increases. |

Other space-time codes with a full symbol rate and high diversity product have been recently
generated in [17, 18, 19, 21]. These codes not only have high diversity products, but also have
the non-vanishing determinant property; i.e., the minimum determinant does not decrease as the
symbol constellation size increases. Although the codes in [17, 19] for two transmit antennas have
the same average powers at different layers, the cyclotomic space-time codes in [21] and [18] for
three, four and six transmit antennas have different average powers ‘at different layers, resulting a
higher peak to average power ratio. In this paper, we propose a more general full diversity. and
full rate linear space-time code design with the non-vanishing determinant based on some specific

cyclic field extensions, which is called a cyclic algebraic space-time code design. This class of cyclic
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algebraic space-time codes includes all the cyclotomic space-time codes in {18] and [21] for three,
four and six transmit antennas. In addition, the optimal cyclic algebraic space-time codes with
largest diversity products were constructed with the same average power at each layer. !

This paper is organized as follows. In Section 2, the motivation and the problem description of
this work are provided. In Section 3, the cyclic algebraic space-time code based on some specific
cyclic field extension is introduced. The codewords with improved performance and the same
average power at each layer are then given. Simulation results are presented in Section 4.

All lengthy proofs of thé theorems are giveﬁ in Appendix.

The following notation is used throuéhout this paper: capital English letters, such as, X and
G, represent space-time codeword or matrix,

L¢: number of transmit antennas ‘
N: natural numbers

Z: ring of integers

Q: field of rational numbers

C: field of compleﬁ numbers

¢(n): Euler function of positive integer n

{m = exp (]2%)

K, : general fields
F(B): field generated by 3 based on field F

(K/F, B, 0): cyclic field extension K/F with K = F(f), and ¢ of the generator of cyclic Galois group
Gal(K/L) | ’

X(K/F,B,0,p): space-time code generated with cyclic field extension (K/F,8,0), 1,p,--- ,p1

are the numbers used for adjusting at different layers of the code.
2 Motivation and Problem Description

Before providing the cyclic algebraic space-time code design, we first review cyclotomic space-time

designs, based on which most of full rate non-vanishing determinant linear space-time codes are

1Before the submission of this paper, the authors learned that G. Rekaya, J. C. Belfiore and E. Viterbo recently

also developed a non-vanishing determinant space-time code design for three, four and six transmit antennas with
same average power at different layers [20].
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developed.
2.1 Full Rate Cyclotomic Space-Time Codes Designs

In this subsection, we recall cyclotomic lattices, cyclotomic space-time codes and some of their

fundamental properties obtained in [1, 2, 12]. For two positive integers m and n, let N = mn and

N
L= 500, W
The variable L; corresponds to the number of transmit antennas in a space-time code. There are
totally L; distinct integers l;, 1 < < Lg, with 0 =13 <lp <--- <lp, <n—1such that 1 +1;m
and N are co-prime for any 1 < ¢ < L; (see for example p. 75 of [28]). With these L; integers and

N = mn, we define

: L
CN CJ2V s (Nt
(-l—Hzm C2(1+lzm) . CLt (1+lom)
Al SN N N
Cmn =1 S : : @)
1Hp,m  2(1+l,m) Le(1HL,m) '
N (n Ly XL

It can be verified that the above G, », is unitary when n = L;. We now define cyclotomic lattices.

Definition 1 An L;-dimensional cyclotomic lattice T'r,(Gmun) is a set of Li-dimensional points

ly1,--- yr,)* such that
[:‘/1, ce 7th]T - Gm,n[xla T :-'L'Lt]Ta (3)
where G is defined in (2) and x; € Z[(m).

Following the structure of threaded space-time codes in [14], a general multi-layer cyclotomic space-

time code is defined as follows.

Definition 2 Let L; be the number of transmit antennas and Ur,(Gmy,n,) be an Li-dimensional
cyclotomic lattice given in Definition 1, where Gz, is defined in (2) for I = 1,2,--- ,L;. Let

p1,-- ,PL, be L¢ fized complex numbers. Then, a multi-layer cyclotomic space-time code is defined

66




as
pyi(D)  paye(l) - pr—ayr—1(1)  pryr(l)
pLyre(2) py(2) - pre-2wr,-2(2) pr-1yr-1(2) |
| pay2(Le)  pays(Le) -+ pryr.(Le) pry1(Le) |
[ ;i P22 oo PL—1TL—1 PLZL,
pr.o1(xr,)  po(®1) o pLe—201(TL—2) pL,-101(TL,—1) @
| poor,—1(x2) psor,—1(ms) oo proLe-1(zr)  pror,—1(@1)
where [y(1), -, y(Le)|T is a point in cyclotomic lattice T'r,(Gm,n,) and oy are the Ly embeddings

of Q(6mn) to C that is fized on Q((m) for I = 1,---, L. This multi-layer cyclotomic space-time
code is denoted by X(p1Gmymyy > PLGmyp,ng,)- An L-layer cyclotomic space-time code with
1 < L < L is defined as a multi-layer cyclotomic space-time code X (p1Gmynys- - s PL:Gmy, nr,)

when p; =0 for Il > L and is denoted by X (p1Gminys - » PLGmpnp )-
2.2 Problem in the Cyclotomic Space-Time Code Designs

The key to designing a full rate cyclotomic space-time code is to find a proper cyclotomic field
extension Q((mn)/Q(Gn) for given Ly and p,l = 1,---, Lg, in (4) such that the resulting code
achieves full diversity and a large diversity product. From the early studies on this topic, we know
that there are infinite ways of determining the values of m,n, and p; to generate full diversity full
rate space-time codes. However, most of these codes do not have a large diversity product and the
minimum determinant of codewords decrease to zero very rapidly when the constellation size of the
codewords increases. |

Recently, the generation of large diversity product space-time codes with a non-vanishing deter-
minant has received much attention. The vital point to design this type of codes is to find a proper
field extension K/F and p;,l = 1,--- , Ly, such that the determinant of every codeword belongs to
the same lattice. The codewords provided in {17, 18, 19, 21] have the property that F = Q(¢4)
or Q(¢3) = Q(¢s), o1 € Z[{4] or Z[(s] = Z[(e), and the determinant of every codeword belongs
t0 Z[¢m). However, in the code design of [18, 21], oy = g}, 1 =1,-- - , Ly, with |p| > 1. Therefore, |p;]
takes different values for different [; i.e., the average powers of the codewords at different layers are
different. This results in a high peak to average power. ratio. A close examination of the code design

in [18, 21] reveals that the field extension Q((mnn/Q(Gm) based on minimal polynomial " — (n,
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m = 3,4, or 6, and p; may not be a good choice. In this paper, we develop a code design using a
more general field extension K/Q(() with the minimal polynomial 2™ — « for @ € Z[(x) and p;.
The resulting new space-time codes have non-vanishing determinants with the same average power

at each layer; i.e., |p;| = 1, for three, four and six transmit antennas.

3 Full Rate Cyclic Algebraic Space-time Codes for Three, Four,
and Six Transmit Antennas with Low Peak to Average Power
Ratios '

The existing cyclotomic code designs are obtained based on the cyclic field extension (Q({mn)/Q(¢n), Gmn)
with the minimal polynomial 2™ —(,, m = 6 or m = 3. In this section, we generalize the cyclic field
extension to the (Q(Cmn)/Q((n), B) with a minimal polynomial 27 — «, and " = « eZ[(m]. We
find optimal full rate space-time codes for three, four, and six transmit antenna in this class. The
results show that optimal full rate spaée—time codes can be achieved with |p| = 1, which means that
the average powers at different layers of the codewords are identical; i.e., a lower peak to average
p,owér ratio than that achieved by the cyclotomic space-time codes. Before providing the optimal

codes, we introduce some concepts and results.

Definition 3 [28] A Galois extension K/F is called cyclic if the Galois group Gal{(IK/F) is a cyclic

group.
By the cyclic extension theory we have the following proposition.

Proposition 1 /28] Let F .be a field containing a primitive nth root of unity, and let K = F( {/a)
for some o € F. Then K/F is a cyclic Galois extension. Moreover, m = [K : F] is equal to the order

of the coset oF*™ in the group F*/F*", and min(F, ¥/a) = 2™ — d for some d € F.

From Proposition 1, we know that for a field F containing a primitive nth root of unity and its
extension IF[{/o] with a minimal polynomial z™ — a over F, K/F is a cyclic Galois extension of

dimension n. Therefore, there are a number of n embeddings o; = a' of K to C such that o(z) =z

for x € F and o( ¥a) = w Ya = {, Fa.
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Definition 4 An n-dimensional cyclic algebraic space-time code X (K/F, 3, 0, p) based on a cyelic

Jield extension K/F with 8 = /o is a set of n X n matrices with the form of

ivl P2 e ,0";2%_1 p:‘lwn
¥ . ‘f(x”) 0(::1:1) [ afwn~2) " afmn—l) | )

paﬁ_‘l(xﬂ p20‘n_'1(.'173) .. pn—lo.r;—l(xn) .0"’""1.(.’221)
where z;,l = 1,--- ,n are deteﬂnined by x; = ZZZI zvk,lﬂk‘l with xx; being algebraic integers in

F. While p in (5) can be any complex number, in this paper, it is chosen from algebraic integers in

field FF.

- Notice that the codes in [9] and [18] are generated with the following form

Ty X2 T Tn-—-1 Tn
X = ﬁa(‘xn) U(iﬂl) : U(mfzz——2) U(mv‘z—l) 6)
P M) o Mes) - 5 Mow) o™ i(a)

Although the codewords in (6) and (5) differ in forms, it does not affect the criterion for finding a
desirable code. The choice (5) saves the average transmit energy when |p| > 1, as is the case for

many good codes.

Similar to (4), the cyclic algebraic space-time code defined in (5) can be rewritten as points of

a complex lattice as follows,

n® @) o ) P lga(1)
P2 @) o (@) 0 e (2) @
py2(n)  pys(n) - plgn(n) y1(n)
where [y;(1),--- ,;(n)]7 is a point in complex lattice [n(Gn,g) With a generating matrix G, g over
L) forl=1,--- ,n,
1 1 1 10 --- o
2 n
oAl G ¢ AT & 08 0 0
Grp = : " .. : oo, : (8)
Cg—-l sz(n—l) .. Cz(n“l) 0 0 ... ﬁ7;—1

Therefore, [y1(1)7 y1(2)> ) yl(n)7 Py2(1), py2(2), R py?(n)7 T pn_ly'n(l), pn_lyn(2)7 T pn—lyn(n)]

- can be considered as a point of larger complex lattice Tnn(Gn g, pGn g, - - - , 0¥ 'Gh ), With a gen-
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erating matrix G(Gn,g, pGn,g, " » p"" 'Gn,p) over Z[(a] X Z[(a] X -~ Z[(al,
Gn,ﬁ 0 st 0

G(Gng, pGng, - > 0" G pg) = 0 pG:n,ﬁ , 0 o
P e

The absolute value of the determinant | det(G(Gn,g, pGn,g, - , P~ Gn,p))| of the generating matrix

G(Gr.g, pGnp, -+, 0" 'Gr p) is :

| det(G(Grpr pCrpy -, 07 "G p))| = | det(Gr)|np™ (P=D/2 g7 (=D/2, (10)

As a result, for a given integer n, we can compare two n-dimensional cyclic algebraic space-time

codes X(Ky/Fy, B, 01, p1) and X(Ks/Fa, B2, 02, p2) with the following criterion by using the results
in [21].

Lemma 1 For any two n-dimensional cyclic algebraic space-time codes X(K;/Fy,B1,01,,) and

X(Ka/Fg, Bo, 02, p2), the former is better than the latter if dmin(Ka/Fo, B2, 02, p2) = dmin(K1/F1, B1, 01, p1)

and |B1p1] < |Bap2|, where

dfmin(K/F’ 167 g, P) = min ] det(X)l ' (11)
X#0,XeX(K/F,8,0,0)

is called the mim'ﬁzal dcterminant of code X(K/T, 3,0, p)-

In a special case where F = Q(({,) and a = (,, the cyclotomic space-time code is a cyclic

algebraic space-time code. In all the cyclotomic space-time codes with non-vanishing determinants,

F = Q((3) = Q(¢6), or F = Q({4). In this paper, we only consider the special case where F = Q({3) =

- Q(¢s), or F = Q(¢4). In the following, we will design optimal cyclic algebraic space-time codes for ‘

three, four, and six transmit antennas over F = Q((3) = Q((s), or F = Q({4) under the diversity

product criterion.

Definition 5 [18] Let K be a field and F a cyclz‘c_ extension of degree d of F, o be the generator
of Galois cyclic Galois group Gal(K/F). Take v € F*. The algebra A = (K/F,0,v) generated by K
and an element e ‘z's called a cyclic algebra, where e =, and €. T = % . o(e), for any T € K. This
algebra A = (K/F,0,7) can be written as

A=(K/F,0,7) =Kde.Kod--der1.K (12)
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This algebra can be constructed as a subalgebra of My(K), the d-dimensional matriz algebra over

K, by setting

01 0

e=| " " T, z =diag(c*(z)), 1=0,---,d—1, (13)
00 .1
0t O ‘e O

From the definitions of cyclic algebra and cyclic algebraic space-time code, we know that a n-
dimensional cyclic algebraic space-time code X (K/F, 3, g, p) is a degree n cyclic algebra (K/F, o, p™).
In the design and proof of the optimality of a cyclic algebraic space-time code, we need to introduce

the following lemma.

Lemma 2 [18],/26] A cyclic algebra in the definition & is a division algebra if and only ify,v2,--- , 7%}

are not algebraic norms of elements in K(v,42,--- , 74 1).
~ 3.1 Optimal Cyclic Algebraic Space-time Code for Three Transmit Antennas

In this subsection, we assume that F = Q((3) and K = F(3) is a cyclic field extension of degree 3
for some B with 8% = o € Z[(3).

Now let us consider field exténsion towers Q C Q({3) C Q(¢s,B). Then, any z € Z[(3, 8] can
- be written as z = 21 + 208 + 236% € Q((,8) = F(B), where z;, € Z[(3],k = 1,2,3. Notice that
No(¢s.8)/0(¢)(2) = [13_, ox(2), where oy, k = 1,2,3 are the three embedding of Q(¢3, 8) to C that

is fixed over Q((3) with ox(8) = ¢¥~18. Hence, from the definition of the relative algebraic norm

we have

No(, p)/0e)(2) = 28 +6°2 + 8% +36°(Ga + () z2223

= 2+ %4 + 6% - 30% a2, 14)

If we let 8 = 21/3, then, we know from the algebraic number theory that Q(¢s,2'/3)/Q(() is a
cyclic field extension of degree 3. In the following we will prove that {3 and (g are not the algebraic

norm of some integer of Q((s, 21/3) over Q((a).

Theorem 1 For any z,y € Z[C3,21/3], ifNQ(C3»21/3)/Q(C3) (il?) = CeNQ(CS,gl/é)/Q(Ca)(y), NQ(C3,21/3)/Q(43)($) =

(sNgcs,21/%) /01 ) 07 Noyea 2172 j0(c2) (@) = GNgyy,21/3)/0(¢0) (¥) then, 2 =y =0.
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The proof of Theorem 1 is given in Appendix.
Similarly, we can prove that 2 is not the algebraic norm of some integer of Q(Cs, (s) = Q(Ci8)

over Q((3).

Theorem 2 For any z,y € Z[Gs] (x,y € Z[]), if No(as)/0¢6) (Z) = 2No(eis)/aiee) ) Nae) /() (2) =
2Ng(c)/0(¢cs) (1)), then, £ =y =0.

For any cyclic algebraic space-time codeword X € X(Q((3, 8)/Q((3), B, 7, p) with the following

form

x oy P2 |
X=|poz) o) poy) |, C (19)
po*(y) p*o(z) o*(x)

where 2 = 3w, y = T uB Y, 2 = Sh, af Y, with @,y 2 € Z[Gl, B2 € (), 0% €

Z{(s), we can prove that its determinant belongs to Z{(3]; i.e.,

Theorem 3 The determinant det(X) of matriz X with the form of (15) belongs to Z[(3], i.e.,
det(X) € Z[(3)- ' (16)

The proof of Theorem 3 is provided in Appendix. ‘
The following theorem guarantees that cyclic algebraic space-time codes X (Q(s, 21/3)/Q(¢3), 23, 7, Co),
X(Q(¢3,2'%)/Q(¢3),2'%, 0, C18), X(Q(60)/Q(Cs), G0, 0, 2M%), and X (Q(C18)/Q(Cs), C18, 0, 2'/) for

three transmit antennas provide full rate full diversity with non-vanishing determinants.

Theorem 4 The cyclic algebraic space-time code X (Q(Cs, 2Y/3)/Q((), 213, 0, o),
X(Q(,21%)/Q((s), 23, 0, C18), X(Q(o)/Q(Ca), Co, 0, 21%), and X(Q((18) /Q(Le), Cis, 0, 21/3), are

full diversity space-time code with the minimum determinant 1.

- Proof of Theorem 4: From Theorem 3 we know that the minimal determindnts of these cyclic
algebraic space-time codes are either 1 or 0. Therefore, we only need to prove that these cyclic
algebraic space-time codes enable full diversity, i.e., if det(X) = 0, then, X = 0, since they are
linear. In addition, from Theorem 1, Theorem 2 and Lemma 2, we know that any non-zero codeword

X in the algebraic space-time codes of Theorem 4 does not have a zero-divisor, i.e., if det(X) =0,

- then, X =0.
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Q.E.D.
Furthermore, we can prove that the resulting cyclic algebraic space-time codes for three transmit

anetnnas in Theorem 4 is optimal based on the criterion given in Lemma 1.

Theorem 5 Under the diversity product criterion, X(Q(Cs,2Y/3)/Q(¢a), 2'/3, 0, (o), X (Q(C& 21/3) /Q(¢3),

2173 5, ¢18), X(Q(Co)/Q((3), Co, 7, 21/3) and X (Q(¢18)/Q(Ce), Cis, 0, 21/3) are the optimal cyclic space-

time codes for three transmit antennas with the minimal determinant 1.

The proof of Theorefn 5 is gfven in Appendix. From Lemma 1 we know that diversity product
of a cyclic algebraic space-time code is determined by |3p|, the absolute value of product 8 and p.
Therefore, the main idea to prove the optimality of these codes is to prove 82 = 2 and p® = (3 are
integers in Z[(3] with the minimum product |Bp| such that p, p? are not relative algebraic norm of
any elements of Q((s, 8) over Q((3). |

Remarks: The cyclic algebraic code X(Q(¢o)/Q((3), (o, 0,21/3) is a cyclotomic space-time
code, but X(Q((3,2Y/2)/Q((s), 2173, 0, Ce) is not. Although they have the same diversity product,
i.e., the same performance under the diversity product criterion, the former with p = 21/3 > 1 has
different average power at each layer and the latter with |p| = [¢9| = 1 has the same average power

at each layer. Therefore, the latter has a lower peak to average power ratio.
3.2 Cyclic Algebraic Space-Time Code for Four and Six Transmit Antennas

In this subsection, we will generate cyclic algebraic codes for foﬁr and six transmit antennas.
Let o = 8 € Z{Ga), B, 5% 8% ¢ Q(¢41), Q(Ca, B)/Q(¢4) be a 4-dimensional cyclic field extension;

ie., [Q(¢,B) 1 Q(¢)] =4 and 1,8, 2 62 is a base of Q((4, B) over Q(¢s). Let o be the generator

of the Galois group of a field extension Q({s, 8)/Q(¢4) with o*(8) = §4“1ﬁ, k =1,2,3,4. For any

element & = 21 + 228 + 2362 + 248 with z, € Z[¢y), its relative algebraic norm Nou)/0(¢)(T)
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can be expressed as

4

Nea/eco @) = kﬂla"“(w)
= :x% + B (a5 + 22323 + dxdwony — Amy23W3)
+ B(4zoxiny — dmyxsxl — 203xs — b)) + B12xh
= —z* + a2} + 22322 4 dxdnams — 42 7323)

+ oP(dzoxdvy — Amiasa? — 22302 — b)) + 0Pl

= —zi+ af(z1, 20, 23,24, Q) € Z[(4], . 17)
where
(@1, 20, %3, 24,0) = (x5 +22%22 + 490%:1:2:(:4 — 4z 7203)
+  oldzoximg — 412372 — 20302 — o) + a2l € Z[{4). (18)

Similar to Theorem 4 for the three transmit antennas case, we have the following non-vanishing

determinant theorem for four transmit antennas.

Theorem 6 X (Q(¢4, 8)/Q(Cs), B, 0, C16) where B = (2 £ 5V is a full rate, full diversity non-
vanishing'detérminant code with the minimum determinant 1 and its average power at each layer

is the same.

The proof of Theorem 6 consists of two parts. In the first part, we first prove that j, —7, and ~1
can not be a algebraic norm of any element of Q((4, 8) over Q(Q).‘ Then, by Lemma 2, we know that
X(Q(¢4,8)/Q((a), B, 0,{16) is a full diversity space-time code. This part constitutes Lemma 3 in the
Appendik. In the second part, we prove that, for any codeword X € X(Q(¢s, 8)/Q((a), B, 0, C16),
its determinant det(X) € Z[(4], which forms Lemma 4 in Appendix. ‘

Finally, combiﬁing Lemma 3 and Lemma 4, we prove that X(Q((4, 8)/Q((4), B, 0,(16) is a full
diversity space-time code with the minimal determinant 1. Since |p| = [¢16] = 1, the average power
of this code at every layer is the same. The detail of the proof is given in Appendix.

Analogously, we obtain the following theorem.

Theorem 7 X(Q(C4,8)/Q(¢), B, 7, (16) with B = (2 + §)V/* is an optimal cyclic algebraic space-

time code with the same average power at each layer.
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The proof of Theorem 7 is similar to that of Theorem 5. Here we only give the outline of its
proof. In order to prove this theorem, it suffices to verify that 8% = 2+j and p* = j are the integers
in Z[(4] with the minimal value |8p| such that p, p?, p® are not the relative norm of any elements
of Q(Cs, B) over Q(Ca)-

Similarly, we have the following two theorems for six transmit antennas.

Theorem 8 The cyclic algebraic code X (Q((s, 8)/Q(Co), (2 + C6) /8, 0, Ca6) 15 a full diversity, full
rate, determinant non-vanishing code with the minimal determinant 1 and the average power at

each layer is the same.

Theorem 9 X(Q(s, 8)/Q(C), 8,0, Cae) with B = (24 )6 is an optimal cyclic algebraic space-

time code with the same average power at each layer. .
4 Simulation Results

In this section we consider a MIMO system with three transmit antennas and two receive antennas.
We compare the error performance of the space-time code X (Q(¢0)/Q((3), {9, 0, (3 +exp(jm /3))Y/3)
proposed in {18] with our propdsed code X(Q((a,2'/3)/Q(¢),2'/3,5,¢). While both have nbn-
vanishing determinants, the latter has a lower peak to average power ratio than the former, since
lo| = (3 + exp(jn/3))1/?| > 1 in the former whereas |p| = |¢s] = 1 in the latter code. Moreover,
according to the diversity product criterion, the proposed code also has better codeword error
performance. Our simulation results depibted in Fig. 1 show that our new code achieveds about

2dB gains over the one proposed in [18].
5 Conclusion

A systemic non-vanishing determinant space-time code design has been proposed using some cyclic
field extensions. Based on the diversity product criterion, the optimal space-time codes for three,
four and six transmit antennas have been obtained. We have proved that these optimal codes have

the same average power at each layer and, subsequently a low peak to average power ratio.
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Appendix
Proof of Theorem 1 |

Here we only prdve the first part of Theorem 1. The second part can be proved in the similar way.
Let & = 2 + B2 + B3,y = y1 + Bya + B2ys, with 8 = 213, zp, yr € Z[¢a], k = 1,2, 3. Since 2Z([(3)
is a ideal of ring Z[(s], for any given z and y,i.e., Zx, ¥r € Z[(s], x and y can be written as follows

with some integer Iy

log - . b
o= 2o, we= 2y, (19)
=1 . =1
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where zx 1, Yk, € {0,exp(j2pn/6), V3 exp(jn/6) exp(j2pn/6),p = 1,--- ,6} for k = 1,2,3 and | =

L.+, lo. I Noye, 2)/0(¢) (@) = (6Na(e, o)/(c) (), then, from (14) we have the following equation
yi — Gox} = 2 {(3 + 223 — 3w1m0m3) — (s (v3 + 203 — 3y1y2y3) } N (20)
that is |
vii—Certy = 2{(z3+ 20} — 3wimams) — (o (v3 + 203 — 3y1%eys) }
+ 2{(32%1F1,1 + 621,177 1 + 473 1) — G6 (i 1 +6yLawii +431)}, (1)

where 21,1 = ;,":2 2P =20y p, 1,1 = D ;,0:2 2P 2y 5. The term on the right hand side of (21) belongs

to 2Z[(3], so does the term on the left side hand side of (21); ie.,
o}~ Gov1 € 22[G. (22)
Checking (22) with
11,911 € {0,exp(j2pr/6), V3 exp(jr/6) exp(j2p7r/6),p =1,..,6}, v (23)
we can find that it is true oﬁly when 21,17 = y1,1 = 0. In this case, equation (21) becomes
ys —Coxs = 2{(2}+ 213 — 3F1100m3) — G (¥5 + 2@?,1 — 3Y1,192¥3) } (24)
that is

ya1—Cox; = 2{(z3+ 273 1 — 3%1,1%2%3) — o (U3 +2075 —_3171,11/2113)}

+ 2{(323 1 %1 + 622173 1 + 4%3 1) — (s (3y51U2,1 + 6y2,1051 +4051) } 5 (25)

where 221 = 22022 P25 5 To1 = ;"=2 2P—2y, . The term on the right hand side of (25) belongs

to 2Z{(s], so does the term on the left hand side of (25), i.e.,
Y31 — o3y € 2Z[Gs). | (26)
Similar to the proof for z;; =0 and. y1,1 = 0, we can obtain that
21 =1Y2,1 =0. (27)

and furthermore, £12 = y12 = 231 = ¥3,1 = 0. Finally, we have z =y = 0.

Q.E.D.k
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Proof of Theorem 3

It can be directly verified by computation that

det(X) = 0(@)o*(2)0’ (@) + P a(y)o? (y)o (W) + p°o(2)0?(2)o? (2)

= 2 (0(@)0?®)o%(2) + o@)eX (D)o’ (@) + 62X @) () . (28)

 Since o(2)0*(2)0*(2) = No.p)/0)(®) € ZIG), o)o(y)a®(y) = NQ(cg,ﬁ)/Q(cg,)(Q) € Z[G),

b(z)az(z)a3(z) = No(e.8)/00)(2) € Z[(] and %, p® € Z[(3), the first three terms of (28) be-
long to Z[(3]. Now we only need to prove that the coefficient of p? in (28) also belongs Z{(s),

i.e.,0(x)0*(y)0?(2) + o(¥)o*(2)0* (@) + o(2)0?(x)o’(y) € ZI¢s]. . Notice that o(z)o%(y)o(z) +
o(y)o?(z)o®(z) + o(2)o?(x)c®(y) in (28) can be rewritten as

o(2)0*(1)0*(2) + o(y)o*(2)0* () + 0(2)0* (2)0* (1)

i1 +Ho+H3—-3 Ia+21 I34+21 l1+21
R g @),
l1,l0,03€{1,2,3}

If I + Iy + I3 is divided by 3, then, ghtlts=3y 4 o ( bat2ls 4 clat2h +g§1+2lz) € Z|G). If
1 +1y + 13 is not divided by 3, then, I; 4 2I3,15 + 2{; and I; + 2l are not congruent to each other

under modulo 3. Therefore, they run through a complete residue system of 3. As a result, C§2+2l3 +

GG = 1+ G+ ¢ = 0. Therefore, 0(2)0*(y)0*(2) + o(y)o*(2)0*(z) + 0(2)02(@)0*(y)
and hence, det(X) belongs to Z[(3).

QE.D.

Proof of Theorem 5

First we prove that X(Q(C?n 2‘1/3)/Q(<3): 21/37 g, CQ)’ X(Q(C& 21/3)/@((3)) 21/37 a, <18) and
X(Q(¢18)/Q(Cs), Cis, 0, 21/%) have the same average powers. Since

Py (@(¢s,21/%)/0(¢s),24/3,0.60) = Px(@(ca,21/%)/Q(¢a), 212 0,018) = |2 det(Gs )| = 27| det(G3,3)l3, (30)

Px(@(cis)/Q(ce) tis,0,21/%) = 2 X 22| det(Ga g)* = 2°|det(G33) %, (31)

and the minimum determinants of cyclic algebraic space-time codes X (Q((3, 21/3)/Q((3), 213, 0, (o),

X(Q(¢3,2Y2)/Q(¢a), 23, 0, ¢1s) and X (Q(¢18)/Q(¢6), C18, 0, 2/3) are 1, therefore, they have the

same performance based on the diversity product criterion.
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In the following, we will prove that any other cyclic algebraic space-time code over Q((3) defined
in this paper has a less diversity product than X (Q((s, 2'/3)/Q((s), 212, 0, (o) and X (Q(¢18)/Q(Gs),
(C18,0,2'/3) have. From the definition of cyclic algebraic space-time codes, we know that 83 €

Z{(e) = Z[(3]. Now we consider the following four cases according to the different values of 3:
1. % € {exp(j2pr/6),p =1,--- ,6}.
2. 33 € {V3{u2exp(j2pn/6),p =1,--- ,6}.
3. % € {2exp(j2pn/6),p=1,--- ,6}.
4. |5 > 2.
Case 1: 2 € {exp(j2pr/6),p=1,---,6}. If B2 =1, or B2 = —1, then, B € Z{()] C Q((s)-

So Q(8,¢s) = Q((s),- In this case, § can not be used for the cyclic space-time code design. I
B8 = C6,(2.¢4 or ¢§, then, for any |¢%] < 2 with p® € Z[Gs], X(Q(Cs, Bo)/Q(Cs), B, 0, p) can mot
generate any full rate full diversity space-time code. It is not difficulty to find that every element in
the set S = { exp(j2pm/6), V3exp(jn/6)exp(j2pn/6),p = 1,--- ,6} is an algebraic norm of some
elements in Q((s, Bo) over Q({s). From Lemma 2, ‘we know that X(Q(Cs, Bo/Q(Cs), B, 0, p) cannot
generate any full rate space-time code for p® € S. If choose p such that |p|? > 2, the average power

of X(Q((3,00)/Q(¢3), B, 0, p) satisfies
Px @ 60)/0(0) 800 = 1p°| det(Gag)[* 2 2°| det(Gaa)” = Pxaa vy som:  (32)

Case 2: (% .¢ {\/5{12 exp(j2pr/6),p = 1,--- ,6}.. In this case, it is not hard to find that
exp(j2pm/6),p = 1,--- ,6 are algebraic norms of some elements in Q((s, ) over Q((s). To gen-

erate a full rate cyclic algebraic space-time code X(Q((s,8)/Q(¢3),8,a,p), p can not be cho-

sen from set exp(j2pm/6),p = 1,---,6. If choose p with |p|3 > V3, the average power of

X (Q(G, 8)/Q((a), B, 0, p) satisfies

3 3
Px(@(s.8)/Qc) 800 = 01°181°1det(Gs3)[® > V3 V3 | det(Gs3)}?

> 2%|det(G33)° = Px(qo)/@(ca) coo:2/%)- (33)

So it can not achieve optimal cyclic algebraic space-time code in this case.
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‘ - - _
< 8

Case 3: 3° € {2exp(j2pr/6),p =1,--- ,6}. In this case, by Theorem 1, (s, (s and (2 are not
the algebraic norms of any element of Q((s, 8) over Q({s). Therefore, X(Q((s,2/3)/Q((),213, 5, p)
is a full diversity space-time code with diversity product 1 with p3 = (3 or p® = (6. Therefore, these
p are the numbers with smallest absolute value that make Q((s, 8) over Q(¢s). X(Q((s, 21/3)/Q(Cs), 21/3, 0, p)

has minimum determinate 1.

Case 4: |#®] > 2. In this case, for any p > 0 with p® € Z[¢3], |p| > 1.

Px@(c0)/a) 800 = 1B°10°| det(Ga3)[* > 2°| det(Ga3)|* = Pxoes 219 0(c) 28 o). (34)

~

So the optimal cyclic algebraic space-time code can not be obtained in this case. This completes

the proof of Theorem.

Q.E.D.

Proof of Theorem 6

In order to prove Theorem 6, we first establish the following Lemma 3 and Lemma 4.

Lemma 3 For any two algebraic integers x andy of Q(¢4, B), if No(ea,8)/0(c0) (@) = {ffNQ(@m s
fork=1,2 0r3, thenx =y =0, i.e., j,—j, and —1 can not be a algebraic norm of any element of

Q((4, B) over Q(Cy), where B = (2 + §)1/4.

Proof. Here we only give the proof in the case where 8 = al/* = (2 + j)/4 and k = 2. The

other cases can be proved in a similar way.

For any given z, y with = 21 + 228 + 236° + 748%, y = y1 + 128 + 1362 + Y483, ZTm, U €
Z[(4],m = 1,2,3, 4, because (2 +14)Z[(4] is a ideal of ring Z[(4], there is an integer lo such that

Iy lo lo lo
- - _ _
x = E 1,0 1+ﬁ§ To 10 1+ﬁ2z 3 0t 1+ﬂ32 xq07L,
=1 =1 =1 =1

lo 1o ' lo b
y o= Dyl B it 482 it 4+ B2 gapad (35)
=1 i=1 =1 =1

where Zm1,ymy € S = {0,1,-1, 4, —j, 1+j,1—j, 144, —=1—7},2, -2, 24, —2§}. It Noey 8)/0(c0) () =
~Ng.8)/00¢)#), by (17) and (18), we have

37% + y‘]% - —a(f(wl, X2,%3,%4, O!) + f(y17y27 Y3, Y4, a))‘ (36)
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Substituting (35) into (36) yields

21 +yi, = —a(f (1,22, T3, 24, @) + F(Y1, 92, U3, Y4, @) + ag(@n, 21,1) + 9(¥1,91,1)),  (37)
where
gzi,z11) = o Yot -2l,) € ZIK), (38)
gyLy) = o (vt —ut)) € Z[e. (39)

Then the term on the right hand side of equation (37) belongs to aZ|(4], so does the term on the

left hand side of equation (37), i.e.,

i1 + 911 € oZCdl. | (40)

Checking (40) for z1,1,y1,1 € S, we can find that (40) is true only when z1,; = 31,1 = 0. In this

case, |
o lo lo ‘ o
z = B (Z 20100+ B w30l 4+ B2 magal Tt 4 B Zwl,za"l) = gz,
S \i=1 ' =1 =1 =2
lo lo lo o
y =B (Z Y210 B>yt B2y + 6 Zilh,lal"l) = 8%, (41)
I=1 =1 ' =1 =2 ‘
and

Nowsy/ee(® = B'Noe,p)/ec) @) = oNo,p)/0) (E) = a(@s + f(z2, 23,24, 1), ),

Notsy/ee® = B'Noeus /oo = aNoeusy/ac) @ = s + F(y2,y3, 44, §1), @),

(42)
where
lo lo
=Y a7 fi= b
1=2 1=2
“lo lo lo lo
2= 20+ 8 w51t + 47 w0+ 82 mad
=1 =1 =1 S
lo lo lo o
T=3 10 48> ysdd T+ 2 yagd T+ 82Nyl (43)
1=1 1=1 =1 =2

With the above notation, equation (37) becomes

w3’1 + y%,l = —a(f($2, 3, 5174,131,&)'—}- f(y2a Y3, Y4, Y1, a)) + a(g(xg, w2,1) + g(y12a y2,1))' (44)
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left hand side of equation (44), i.e.,

r=y=0.

Proof. For 4 x 4 matrix

xé,l + yg,l € aZ[Cy).

Lemma 4 For any codeword X € X(Q(¢4, B)/Q(La), B, 0,C16), det(X) € Z[({4].

aj b1 Ci d1
d2 [15)] b2 Ca
Xl o C3 d3 as b3 ’
b4 C4 d4 a4
its determinant det{(X;) is
det(Xl) = 1020304 — b1bobsby + c1cac3cs — didodsdy

- (0:1(1253614 + a1badzag + bidaasay + diazasbs)
+ (a1bobscs + bicaashy + c1azbsbs + bibacsag)
+ (c1dedsag + didaazes + diagesdy + arcodswa)
— (c1dabseq + crcadsby + bicacsds + dibacsey)

+  (b1dabsdy + dibadsbs) — (a102a364. + c1a2¢304).

So, for a codeword X € X(Q(¢s, 8)/Q(C), B, 0, p) with the form of

z py

x| Ao 0@
Po2(z) pFodw)
po’(y) %0 (z) pPoP(w) o3 (w)

84

iz prw

- po(y)  pa(2)
o*(z)  poi(y)

The term on the right hand side of the equation (44) belongs to aZ[(4], so does the term on the

(45)

Following a similar step to prove x1,1 = 1,1 = 0 in equation (40), we can get 221 = y21 = 0, and

furthermore, 231 =31 =0, 241 =941 =0, £12 = ¥12=0,--- » Tmlo = Yml, = 0. Hence, we get

Q.E.D.

(46)

(47)

(48)



. we have

| det(X) =

+

20(2)0%(2)0%(x) - p'yo@)o*(W)o* W) + P20(2)0%(2)0%() - pPwo (w)o? (w)o*(w)

i (@o(@)o®(y)o’ () + 2o (y)o®(w)o(z) + yo(w)o?(@)o*(z) + wo(x)o(x)o*(y))

o @o)o? 1)o*(2) +yo(4)oX (D)o (@) +yo(2)H(@)a* () + 20(2)0* ()0 W)

#° (20 (w) ()0 (5) + wo (w)o?(@)0*(2) +w0@)o ()oY (W) + To(2)oX(w)e* (w))
p*(20 (w)o? (1) (2) + waly)e? (2 (2) + yo(2)0*(2)0%(w)

PP (o (w)o(y)o*w) + woy)o(w)o*(y)

@0 (2)0*(@)0%(2) + 20(x)0%(2)0%(@)). — (49)

Since the symmetry of the elements in (49), and zo(x)0?(x)o®(x) = Ng(¢, 5(2) € Z[¢4], p* € Z[(4],

we only need to prove that

20(2)0* (y)o* (W) + o (y)o* (w)o (@) + yo(w)o* ()0 (@) +wo(z)oX ()0 (y) € Z[(]

and

ro(2)o?(x)o(2) +‘ zo(x)o?(2)o®(x) € Z[(4).

4 — 4 — 4 : — 4 —
Let z = Zm=1 TmBm, Y= Zm=1 YmB™ 1, z = Zmzl ZmfB™ 17 w = Zm:1 w1

zo(@)o(Y)o’(w) +z0(y)o*(w)o®(z) +yo(w)o?(@)o® (@) + wo(2)o*(z)o(y)

Y TmuBmgYmetm, (B0 (B™)0 (B0 (B™) + B0 (67)0%(5™) 0% (6™)

m1,m2,M3,1My

m1,m2,m3,my

B0 (B0 (B™) + FHo(B™ )02 (6™ (67)}

—dg. 3, .
Z Loy TrrngYrms Zmg { ﬁm1+m2fm3+m4 4(Jm2 +2m3+3my + jm3+2m4+3m1

+ jm4+2m1 +3mg + j™ +2m2+3m3 ) } , . (5())

where, 1 < my, mg, m3, myg < 4.1t is easy to verify that jm2+2ms+3ma t jmet2matdmy  jmat2ma+3ms

jratematdms — 0 if my + mg + ms + my is not divided by 4. Therefore, o(z)o?(y)o(w) +

zo(y)o?(w)o®(x) + yo(w)o(x)o®(x) + wo(z)o?(x)o®(y) € Z[¢4] and as a result, det(X) € Z[¢).

Q.E.D.
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Proof of Theorem 8

The proof of Theorem 8 can be done by establishing the following Lemma 5 and Lemma 6 and

using Lemma 2 with |(s¢| = 1.

Lemma 5 For any two algebraic integers x andy of Q((s, B), if Nos,8)/0¢e) (%) = CécNQ(CG,ﬁ) 1)),
fork =1,2,3,4, or5, thenz =y =0, i.e., (¥ can not be a algebraic norm of any element of Q((s, B)

over Q(Cs), where 8= (2 + 6 )V/8.

Proof. Similar to the proof of lemma 3 for four transmitter antehnas and using the fact that
rT=y= 07 if 336 - (—écyﬁ € (2,+ CG)Z((G)’ for T,y € {07 Cg) \/_3_C12Cg)2<gvp = 17 ce )6}-

Q.E.D.
Lemma 6 For any codeword X € X(Q(Cs, 8)/Q(¢s), (2 + ()18, 0, a6), then det(X) € Z{(e).

i

Proof. Similarly, the proof of this lemma can be done by using the fact that fi + fo = 0 if

m1 +ma + ms -+ myg + ms + me is not divided by 6, where

Cfl = mo+2m3+3my+4ms+5me m3+2my+3ms+4met+5my my+2ms+-3mg+4dm +5my

fl1=¢ + (g o + (g )
__ pms+2me+3my +4ma+5ma me+2mi+3ma+t-4mz+5m. . m1-+2mag+3ms+4ma +5my

f2_<~6 2 +<‘66 1 3 4+Cb‘l 3 4 5

Q.E.D.
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CER of Full Rate Cyclotomic Space Time Code for Lt=3, Lr=2, Rate=6 bits
10 :

-~ "Cyclic Algebraic ]
—%— 3j~Cyclotomic

Codeword Error Rate

L i ;
4 6 . 8 10 12 14 16
SNR (dB)

10°° 5

Figure 1: Codeword Error Probabilities of Cyclic Algebraic Space-Time Code and Cyclotomic
Space-Time Code with Three Transmit and Two Receive Antennas.
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Networks*

Gjergji Kurtif, Yimin Zhang!, Morgan Watsont, and Moeness Amin!

t Center for Advanced Communications
Villanova University, Villanova, PA, 19085

 Naval Surface Wardare Center
Philadelphia, PA 19112

<

- Abstract

Unmanned surface vehicles (USVs) are envisioned to be a multi-mission, rapidly config-
urable, long endurance unmanned platform providing offboard sensor and weapon capability
to perform critical missions like intelligence, surveillance, reconnaissance, anti-submarine
warfare, mine countermeasures, communications, and navigation. In this paper, we consider
the propagation environment and the related technology of multi-sensor communications in
unmanned surface vehicle networks located in a rough sea environment. We first investigate
the statistical model of the propagation environment, where we provide the analytical expres-
sions of the wave height, the probability of having liné—of-sight between two USVs in terms
of the weather condition and antenna height, and the spatial correlation of the propagation
channels related to different antennas. We then investigate the fading reduction capability
of a multiple-input-multiple-output (MIMO) system and the performance in general Ricean
channels with different channel correlations is examined. The results are important to the

_understanding of the communication environment where USV communications take place.

*This work was supported in part by the ONR under Grant No. N00014-04-1-0617.
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1 - INTRODUCTION

Unmanned surface vehicles (USVs) are envisioned to be a multi-mission, rapidly configurable,
long endurance unmanned platform providing offboard sensor and weapon capability to perform
critical missions like intelligence, surveillance, reconnaissance, anti-submarine Warfare, mine
countermeasures, communications, and navigation. The main technical challenges during these
USV missions are to provide optimal performance while being subjected to adverse motions,
multi-vehicle control issues, data fusion challenges and obstacle avoidance maneuvering. Most
importantly, in an autonomous environment, vehicle communications are likely subjected to fad-
ing, jamming and interference, thus subjecting the vehicle to robust and reliable communication

challenges.

In this paper, we consider the propégation environment and technology of multi-sensor com-
munications in unmanned surface vehicle netWorks located in a rough séa environment. We first
investigate the statistical model of the propagation environment, where we provide the analyt-
ical expressions of the wave height, the probability of having line-of-sight (LLOS) between two
USVs in terms of the weather condition and antenna height, and the spatial correlation of the
propagation channels related to different antennas. We then investigate the fading reduction
capability of a multiple-input-multiple-output (MIMO) system and the performance in general ‘
Ricean channels with different channel correlations is examined. The results are important to

the understanding of the communication environment where USV communications take place.

The offerings and design architectures of multi-sensbr communication methodologies are then
discussed. In combating ’channel impairment problem caused from multipath fading, diversity
and array processing methods have been effecﬁvely used for many years. These methods improve
the communication quality and enhance the communication quality without increasing the total
transmit power or consuming additional bandwidth resources. While traditional array process-
ing and diversity techniques use multiple antennas at the receiver and a single antenna at the
transmitter (referred to as single-input-multiple-output, or SIMO, system), the development of
space-time coding ‘techniques also permits the use of multiple transmit antennas as well, result-

ing in more effective MIMO systems. We pointed out that, depending on the communication
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characteristics, particularly the statistical distribution and spatial correlation characteristics,
different multi-sensor techniques may be preferred in different fading environments to achieve

robust and reliable USV networking connectivity. Analytical as well as numerical results will be

provided to demonstrate the effectiveness of the multi-sensor techniques for various communi-

cation scenarios.

This paper is organized as follows. Section 2 discusses the wave height and period dis-
tributions, and f,heir relationship to the weather status is examined. Section 3 considers the
probability of sea status. The probability of having LOS is investigated in Section 4. Section 5
examines the space-time correlation coefficients bétwe‘en propagation channels related to differ-
ent antennas. Section 6 considers the structure and advantages of MIMO systems in combating

multipath fading and the bit error rate (BER) performance is examined numerically.

2 WAVE HEIGHT AND PERIOD DISTRIBUTIONS

In this section, we review the wave height and period distributions in a sea surface. Wave
height and wave period are highly correlated random variables [Och98]. Therefore, in order to
study the wave distribution we need to consider the joint probability of the wave height and
the wave period. The simplest case is when there is a fully developed sea, which is described
by the Pierson-Moskowitz (P-M) spectrum [PM64)]. In this case, there is only one crest and one
trough for each half-cycle of the wave. Therefore, the wave spectrum is generally considered to

be narrowband. In order to simplify the problem, we introduce the following assumptiohs:

a. Waves are considered to be a steady-state ergodic random process; -

b. Waves are a Gaussian random process with zero mean and a variance representing the sea

severity;
c. The wave spectral density function is narrowband;

d. Wave peaks and troughs are statistically independent.
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2.1 Wave Spectrum

The P-M spectrum is defined as [PM64]

S(w) = %}"éexp {—b(g{v—U)4}, (1)

where w is the wave frequency, g = 9.81 m/s? is the gravitational acceleration, U is the wind
speed measured at 19.5 m above the sea surface, and a = 8.10 x 1072 and b = 0.74 are constants.
The modal frequency @ and, consequently, the wave period T and the wave length L, are given

by a function of wind speed as

@b = 087(g/U) )
e 2r 27U

T =% ®)
_ 2

L = T;ﬁ. @

It is evident from Egs. (1)—(4) that the P-M spectrum depends only on the wind speed U.

Usually, the wave spectrum and the sea state are described in termé of significant wave height
H,, instead of the wind speed U. The significant wave height H; is defined as the average height
of 1/3 of the highest waves and is compﬁted through the: following procedure: Measure the
wave height for a few minutes and select 90 wave crests and record their heights; Then choose
30 highest waves and calculate the average height. A mofe useful definition of H, however, is

given by the integration of the spectral density function given in Eq. (1), yielding,

) a Ut )
/0 S(w)dw = ZEQ—Q (5)

Moreover, by assuming that the wave spectrum is narrowband, the area under the spectral

density function is equal to [Och98§]

| stwydw = gy . ®
0 .

Combining Egs. (5) and (6), the following relationship can be derived between the wind speed
U and the significant wave height H,

H, = 2¢/a/b(U?%/g) = 0.21U%/g. )

91




Using Eqs. (1) and (7), the P-M spectrum can be expressed in terms of the significant height

as

o, , ) _
S(w) = 8.10 x 10—3%g exp{ - %}. (8)

Fig. 1 depicts the significant wave height H and the average period T versus the wind speed
U for the P-M spectrum as given by Egs. (3) and (7).

2.2 Wave Height and Wave Length

While the wave spectrum gives a general result of the sea state, it does not fully describe it. As
we mentioned earlier, the wave dispersion, period and height are not statistically independent.
For example, the higher the waves the longer the period. Therefore, we need to consider the

joint probability density function between these variables.

Consider fully developed seas, which are assumed by the P-M spectrum, and we assume that

waves are narrowband Gaussian random processes whose spectrum is highly concentrated in the

- vicinity of the modal frequency @. To examine the bandwidth of the wave spectrum, we define

a spectrum width parameter v as [LH83]

_ (Mmome 12 [ps'l
=G e - ®

where
mj=/ w? S(w)dw (10)
0

is the jth moment of the spectrum, and py and pq are expressed as
o0
Uo = / S(w)dw = my, (11)
0

o0
lo = / (w — )28 (w)dw = (memg — m?) /mo, (12)
0 .
respectively.

For a general wave spectrum defined as

Sw) = 25 exp (~B/ub), (13)
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the moments can be expressed in terms of A and B as [Och98]

A
mo = E, v (14)
A .
_ vr 4
mo = 1 VB (16)
mgq = 00. ‘ (17)

Note that the P-M spectrum is a special case of the model depicted in Eq. (13) where A = ag?

~and B = b(g/U)*. By substituting Eqs; (14)—(16) into Eq. (9), the width of the wave spectrum

defined by Eq. (13) is found to be

%_‘ﬁif}_ 1/2 y 1/2
K
(0.306)% ‘
B3/2

Eq. (18) shows that the parameter v is a constant in this case, which is in agreement with the
normalized P-M spectrum, where the frequency axis is normalized by its modal frequency w

[Och98, p. 34]. Moreover, since v < 0.6 the narrowband assumption remains valid [LM83].

2.3 Joint Probability Function

Define
H
(= 2/Mo , (19)
as the dimensionless wave height, and
T
== 20
n=7 (20)

as the dimensionless period, and let T' represent the mean (average) wave period. The joint

probability density function (pdf) of wave height and period in dimensionless form is given by

[Och9s]

f(¢&m = ﬁ(Hﬁ)%exp{ —%{lfr (1—%>2%}} 0<(< co.,b <n<oo. (21)

Since the P-M spectrum has a constant wave bandwidth as given by v in Eq. (18), f(¢,n) is

independent of the wind speed. Fig. 2 depicts the value of f((,n) versus the dimensionless
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wave height and dimensionless wave period. Moreover, the marginal pdf of wave height can be

obtained from Eq. (21) as

o) 2 .
50 = [ @ min = cexn-) 1+ 5 )2/, 0<¢ <o, (22)
where Y
ep(u):—\/lz:?r [ et/ (23)

Note that, for narrowband wave spectrum, i.e., v < 0.6, the value of (1 + (v2/4))®(¢/v) in

Eq. (22) is very close to unity.

The most probable wave height and wave period are found, respectively, from 8 f({,n)/0¢ =0
and df((,n)/0n = 0, and are expressed as

€= 1 —f v2 ,(24)
and
=1 -:’112 (25)
The wave period T can be expressed in terms of the wave frequency by
T =2r/w. | (26)

Therefore, the dimensionless wave period can be expressed in terms of the wave frequency as

T 2n/w
7}: —_ = -
. T 2n/w

- .

Moreover, using the direct relationship between the wave frequency and the associated wave

~length expressed in Eq. (4), the dimensionless wave period can be expressed as

_E_V%%£_¢% (28)

T=w= \2ng/L B

3 PROBABILITY OF SEA CONDITIONS

In the previous section, we have discussed the joint pdf of the wave height and wave length
which provides a generé.l view of the probability that a certain scale of wave occurs in a given
sea state. In order to fully describe the situation in a probabilistic sense, we introduce in this

section the probability of the sea states that a USV is subjected to [Oéh98].

94




In general, the sea severity is a function of the frequency of occurrence of storms, water depth,
wind direction, etc. Thus, there is no scientific basis for selecting.a specific probability distri-
bution function to represent the statistical properties of the sea state (or the signiﬁcant wave
heights). Nevertheless, data collected over the years has yielded many different distributions.
It is generally accepted that a great part of the significant wave height data is well represented
by the log-normal probability distribution [Och78]. HoWevei, the Weibull probability distrib-
ution is accepted when waves are high {BS86, MB90]. The generalized gammé distribution is

introduced by [Och98] which has the advantage of representing both the log-normal and Weibull

- distributions. The pdf f(z) and the cumulative distribution function F'(z) of the generalized

gamma distribution are given by

£(&) = X epl-0a)’), (29)
(@) = {m, 02 }/T(m), (30)
where 0 < 2 < oo,
T'(m) = /O ” s e %dy, (31)
T(m,z) = /O T lendy RS

are gamma functions, and m, ¢, and A are constants dependent to the actual sea environment.

Table 1 shows the data collected in the North Sea over a period of three years [BouT8§].
For this set of data, the parémeters for the generalized gamma distribution are estimated as
m = 1.60, ¢ = 0.98 and A = 1.37. Both f(z) and F(x) are plotted in Fig. 3. In this case, there

is a 5% probability that the significant wave height is larger than 3 m (H; > 3 m).

4 PROBABILITY OF HAVING LOS

In this section, we consider the problem whether two USVs that are in a rough sea environment
will have an LOS communication. The existence or absence of the LOS is a key factor that

affects the propagation channel characteristics.

Depending on the location of the two USVs, we can classify the communication scenario into

two categories: long-distance and short-distance communications. Refer to Fig. 4, the former

95




Table 1: Significant wave heights [Bou78].

Slgﬁ;?gﬁ tn zrzlv)ave No. of observations |

0-0.5 1280
0.5-1.0 - 1549
1.0-1.5 1088
1.5-2.0 628

- 2.0-2.5 ' 402
2.5-3.0 192

© 3.0-3.5 115
3.5-4.0 63
4.0-4.5 38
4.5-5.0 - 18
5.0-5.5 21
5.5-6.0 7
6.0-6.5 8
6.5-7.0 2
7.0-75 1
Total 5412 in 3 years

occurs when the distance between the two USVs, L,, is much lafger than the most probable
wave length, L. The latter occurs when the USVs are closer and their distance is comparable

to the most probable wave length. In this paper, we only consider long-distance scenarios.
4.1 Single-Wave Scenario

We first consider a scenario where only one significant wave is present between the two USVs.
Denote H, as the height of the wave where a USV is located, and H,, as the height of the

significant wave. The pdf of both H, and H,, can be expressed by the following formula

' 2
F(H) = %I- exp {—2 (’ﬁg) } H>0, (33)

where H, is the significant wave height. Assume that the heights H, and H,, are independent,

then their joint pdf is expressed by

_ 2H, H.\*\ 2H, Hy\? |
f(He, Hy) = T exp{ —2(E> } . exp{ - 2(_173 , He>0,Hy, >0. (34)

Denote H, as the antenna height relative to the wave level, then the height of the antenna is

H, + H,. For simplicity of analysis, we consider that the probability of having L.OS between the
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two USVs equals to the probability that the antennas of both USVs are higher than the peak
of the significant wave. The probability that an antenna is higher than the significant wave is

given by
o0 H,+H.
0 0

o HotHe o, H.\*\ 2H, H,\?
= /0 ./0. 7, exp{——2(E> } H, exp{—-Z(E> }dedHe.

(35)

Therefore, the probability of having LOS between the two USVs is a function of the antenna

height H, and the significant wave height H,, and is expressed as
PILOS] = {P(H, + H, > Hy,)}?, (36)

where the square operétion emphasizes the fact that the antennas of both USVs have to be

higher than the significant wave. The results for two different sea states represented by Hs =2

m and H; = 3 m are depicted in Fig. 5. It is evident that the probability of having LOS is very

sensitive to the antenna height H, as well as the significant wave height H,.

4.2 Multi-Wave Scenario

Now we consider the situation where multiple significant waves are present between the two
USVs. Since the significant waves constitute of only one-third (1/3) of the waves, the number
of significant waves between the two USVs is determined from the ratio between the distance

between the boats, L,, and the most probable wave length, L, as

Lq

N=22
3L’

@37)

where the most probable wave length L is given by Eq. (24). By using v = 0.43 as derived in

(18), we have
/L 1
= =——=10.844
L 1+0.432 0.844,

2ng  2wH,
0.42g/H,  0.42°

3
I

e
Il
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From these equation, we can express L in terms of H; as

0.844%27 H, -

— 27 _
L=0844°L = —

(38)

Assume that the N significant waves are statistically independent, we can express the prob-

ability of having LOS as
| P[LOS] = {P(H, + H, > Hy,)}*" : o (39)

Fig. 6 shows the P[LOS] for different distances between the two boats defined by the pa-
rameter N and different sea states defined by Hy; = 2 m and Hs = 3 m, respectively. The

probability of having LLOS decreases as the number of significant waves increases.

5 SPATIAL CORRELATION

In this section, we consider the spatial correlation between the propagation chahnels related
to two spatially separated antennas. We first review the géneral concept of spatial correlation
developed in a wideband Nakagami-Rice fading environment. Denote Az as the distance between
two receive antennas, denoted as Rx1 and Rx2 in Fig. 7, and B as the bandwidth of the signal.

Then the wideband spatial correlation function is given by [KI00]

B

5 r3-f
| Alpusa(sg, b YA Fag

pran) = g ; (40)
B [ o A1para(AS,0; YA fdf

where p, t-(Af,Az; f) is the space-frequency correlation coefficient between the two receive
antennas with a frequency difference Af. When the time delay and the angle-of-arrival (AOA)
of a particular wave are statistically independent, p, r-(Af, Az; f) can be decoupled into the

frequency correlation coefficient p, £(Af) and the spatial correlation coefficient p, »(Az; f), i.e.,

P oA, A3 F) % pa f(Df)pass(B; £). (1)

Substituting Eq. (41) into Eq. (40) simplifies the double integral into two single integrals.

Denote ps(7) as the normalized power delay profile. Then, p, f(Af) is given by [Cla68]
» o0
pas(B9) = [ pulr)exp(=jnirfryar. (42
—00
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Similarly, the spatial correlation coefficient p, -(Az; f) can be obtained as [KI00)]

27 : . ’
sl )= [ a(0)exp (ZHLEZRE =0 )gp  w

where ©(6) is the normalized angular power profile, and C is the velocity of light.

5.1 Proﬁésed Model

We now propose a model to evaluate the value of pg »(Az; f), whose general expression is given
in (43). In a rough sea, the sea surface can be described as a combination of a large number
of small waves and a small number of high waves. We consider the case that a high wave with
height h obstructs the LOS between the two communicating USVs, whereas a number of random
smaller waves surrounding both USVs are modeled using the ring scattering mo&el. Therefore,

the propagation from a transmit antenna to a receive antenna experiences scattering as well as

diffraction.

In considering the diffraction effect, the diffration edge in the top of a high wave is assumed

to have an angular power profile Q(6) which is composed of two components: (i) the diffraction

‘component which is assumed to be uniformly distributed about a mean angle @ with a diffraction

width 8, and (ii) the scattering component which is assumed to be uniformly distributed over
{0,27]. We define S as the strength between the scattered and diffracted components of the

received signals. The composite angular pfoﬁle for multipath waves is then given by

1 S . B
50+9 tamarsy Th<3

Q0) = (44)
——ﬁ—— - otherwise
2r(1+S)’ ’

Therefore, the new spatial correlation coefﬁcient is obtained by combining EqS (43) and (44),
i.e.,
f = o A 0 do
a A ; — —_— 7 —
P ,x( X ) /(; B (1 S) exp []]C $COS( Hb)]
(45)

s 1 [7EA 6 bd9 '
+ / ——— exp |jk Az cos ,
8,—p/2 B(1+95) Py )

where k = 2 f/C. The first integral in Eq. (45) is independent of 6, and is the Oth order
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first-kind Bessel function Jo(kAz). Therefore,

%+8 exp(jkAx cos(6)) 0

pa,z(Ax§ f) - ) ﬂ(l T S)

1 f ok + / (46)

-4
The second term of Eq. (46) can be analytically solved only for certain 0y and small 8. Specifi-
cally, when 6, = 0, by using the evenness of the cosine function and a Taylor series expansion,
the integration reduces to
/g 2exp[jkAz(l — 02/2)]d9 _ 2exp(jkAz) %
0 p+S) BA+S) Jo

02
exp {—jkAma—] de. (47)

B/2 :
The expression / exp(—jkAx6?/2)d0 can be identified as the Fresnel integral, F(u), in com-
' 0
plex form, where u = 1/32kAx/2. For the special case that S = 0, i.e., there is no scattering

component, the spatial correlation coeflicient is simplified to
' F(u)? |
pon(bms ) =Ly (48)
6 MIMO Communications

In this section, we consider MIMO communications in rough sea environment. The Ricean
channel model is first described, and the MIMO performance is then investigated. Cooperative

diversity is also an alternative technology in rough sea environment [ZWW04].

6.1 Ricean Channel Model

It is well known that the general model of the envelope (magnitude) of a communication channel
is well represented by the Ricean distribution [UJ00, Rap02]. The Ricean distribution of an
envelope is the result of a ‘complex Gaussian channel with non-zero mean. The mean value
usually corresponds to the determinant component due to direct path propagation in the presence

of LOS, whereas the random component is due to multipath scattering. -
The Ricean distribution of the envelope z is given by

T 22 4+ A? zA |
—expd — [ =5 ), =20,
p(z) = { o2 ?"p{ 202 }°(oa> T=0 (49)

0, . ' r <0,

where A is the peak amplitude of the determinant component and Iy(-) is the modified Bessel

. function of the first kind and zero-order. The Ricean distribution is often described in terms of
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a parameter K which is defined as the ratio between the determinant component power and the

variance of the random components, i.e.,

A2
K=—. 5
203 (50)
Note that, the total power of a Ricean distributed envelope is
P=A%124¢. (51)

In particular, when A = 0, i.e., there is no determinant component, the Ricean distribution

reduces to Rayleigh fading.

6.2 MIMO Performance

MIMO technology has ignited a new revolution in information communications. By using mul-
tiple antennas at the two ends of a communication link, a high diversity gain is achieved, and
the channel capacity between a transmitter and a receiver in a fading, scattering environment

grows linearly with the number of antennas [Fos96, Tel99, FG98, TSC98|.

In this paper, we consider a simple setting where each USV is equipped with two antennas.
The channels between the two transmit and two receive antennas can be denoted using the

following matrix
' h1 h12} ‘
H-= : 52
[h21 ha|’ (52)
where h; i is the complex coefficient of the channel connecting the ith transmit antenna and the

kth receive antenna, i, k=1,2.

As we discussed earlier, the channels are in general Ricean distributed and have correlation
between them. In a Ricean channel, as the value of K increases, the random component becomes
less significant and, therefore, the correlation between the channels becomes less significant. Note

that the determinant components are time-invariant and, therefore, are coherent.

The performance of the MIMO system is evaluated for different sea scenarios. The Alamouti
space-time code [Ala98] with quadrature phase shift keying (QPSK)' modulation is used in
transmitting the MIMO signals. Fig. 9 shows the bit error rate (BER) performance for different

values of K = 0,1, and 5, whereas for each plot, the spatial correlation coefficient p between the
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two antennas takes values of 0, 0.5, 0.7, and 1. When p = 0 the channel are uncorrelated and
when p = 1 the channels are fully correlated (coherent). The results clearly show the advantage
of the MIMO system compared to the corresponding single-antenna system, particularly in
low spatial correlation scenarios. When the channels are coherent, the MIMO only achieves
3 dB array gain compared to the single antenna case (Note that Alamouti code assumes no
channel state information at the transmitter and, therefore, no beamforming gain is é,chieved at
the transmitter). Therefore, it becomes clear that higher diversity gain is achieved with lower

spatial correlation, which underscores the importance of having low channel correlation in a

fading environment.

7 CONCLUSIONS

In -this paper, we have considered the application of multiple-input-multiple-output (MIMO)
technology in networked communications between unmanned surface vehicles (USVs) in a rough
sea environment. Specifically, we have taken a detailed investigation in the channel modeling,
which includes the wave height, period, and length. The probability of having line-of-sight
between two USVs is derived, and its relationship to the antenna height and significant wave
height is revealed. We then developed the spatial correlation between the propagation channels
associated to two antennas in a rough sea environment. Finally, the MIMO technology is exam-
ined in such an environment, and the advantages of using MIMO technology is demonstrated.
The results presented in this paper are important to the understanding of the communication

environment where USV communications take place.
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Figure 2: Significant wave height versus dimensionless wave height and dimensionless wave

period.
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Figure 1: Significant wave height versus wind speed.
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Figure 3: Cumulative distribution function of significant wave height.

Figure 4: Model of LOS.

25 3 35 4

0 05 1 1.5

2
H,(m)

Figure 5: Probability of having P[LOS] for a single significant wave.
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Figure 7: Illustration of the communication environment.
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Figure 8: Spatial correlation coefficient versus Azx.
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